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I.  INTRODUCTION

A.
BACKGROUND

Preparing future teachers to effectively use technology to improve student learning is a major challenge that our nation’s schools, colleges, and departments of education (SCDEs) face. To help educators meet this challenge, the U.S. Department of Education (ED) established the Preparing Tomorrow’s Teachers to Use Technology (PT3) grant program.  The PT3 program assists consortia of public and private entities in developing and implementing teacher preparation programs that prepare prospective teachers to use technology to improve instructional practices and student learning opportunities.   

Five main tasks are being undertaken to evaluate the effectiveness of the PT3 grant program.   The evaluation design fulfills one of these tasks. It includes identifying instruments to measure teachers’ technology proficiency, assessing the strengths and limitations of those instruments, and describing specific design issues for a study using those instruments.  The remaining evaluation tasks are:

· Grant Review and Analysis.  A review of the 225 PT3 grant applications and development of a broad overview of project partners, goals, and activities to be implemented 

· Literature Review.  A review of the literature on the effective use of technology in preservice teacher preparation programs that describes preservice teachers’ technology training needs, identifies best practices,outlines current strategies, documents the known impact of such strategies on teachers, and documents statewide and national developments regarding teacher training in technology

· Site Visits.  A series of 10 site visits to selected grantees to gain detailed information on the types of activities grantees are performing, determine how grantees are progressing toward their goals, and identify barriers to or facilitators for those goals 

· Performance Report.  The design and development of a web-based performance report form to obtain baseline data and information on the progress and effectiveness of grantees and collect, review, and synthesize performance measurement data for all grantees. 

Although each task will contribute to the assessment of the first year of the PT3 grant program, the evaluation design also addresses assessments for future years.  Specific issues  include the availability, applicability, and quality of the instruments to measure preservice teachers’ ability to integrate technology into teaching, and design considerations in planning an evaluation.

B.
PURPOSE OF THE REPORT

The goal of this report is to complete the evaluation design task by identifying and evaluating instruments to assess teachers’ technology proficiency.  To prepare for designing a high-quality summative evaluation, the following research activities were employed:

· A search for instruments currently used to assess the technology proficiency of preservice students, K-12 teachers, and college faculty members.  Experts in the areas of teacher preparation programs, teacher training in technology, technology assessment, education evaluation, education policy, and other related fields were contacted.  Non-profit organizations, private companies, and state departments of education and teacher preparation programs located in states that require assessments of graduating preservice teachers’ technology proficiency were also contacted.  Finally, representatives from teacher preparation programs currently conducting or developing technology assessments were contacted.

· A review of the strengths and limitations of the available technology assessments and the appropriateness of those instruments for use in a summative evaluation of the PT3 program.  Included in this report is a summary of the technology assessments and comments on the strengths and limitations of each instrument.  Specifically, the following questions are addressed for each assessment that was obtained:

· Content.  What does it measure? Which technology competencies are addressed?

· Administration.  How is it administered?  To whom is it administered?  When is it administered? How and where has it been used in the past, and what results were found?  How reliable, valid, and accurate were the results?

· Evaluation.  How much time is required to complete the assessment?  Are evaluators required to undergo training in order to complete the assessment?

This report also discusses the extent to which the various types of assessments are suitable for use in a national evaluation.  Specifically, the following factors are examined:

· Cost.  What is the cost of developing and administering the instrument?  What is the cost for ED to purchase the rights to the instrument? 
· Ease of administration.  How much time and effort is required to administer the assessment?
· Depth of coverage.  To what degree are the five major technology competencies (discussed in section II), particularly basic and advanced integration competencies addressed?      
· A review of the Teacher Preparation STaR Chart as an assessment tool.  This report discusses the Teacher Preparation STaR Chart that the CEO Forum on Education and Technology developed as a self-assessment tool for colleges. The discussion notes the strengths and limitations of using the STaR Chart to assess the impact of the PT3 grant on reforms at institutions of higher education (IHEs) and identifies alternative assessments to use in place of or in conjunction with the STaR Chart in a national evaluation.
· Consideration of specific design issues for a summative evaluation of the PT3 program.  The report addresses the following design issues for the evaluation:

· Evaluation design.  What kind of comparison group should be used to determine the impact of the PT3 program, in particular, on teachers’ technology skills?  How should ED design the evaluation so that the assessments of graduates can be linked to the quality of education they received at a particular PT3-supported IHE?  How should changes in the technology skills of PT3 graduates be tracked over time?  How will the summative evaluation relate to the assessment of the PT3 programs?


· Eligible participants.  From which IHEs should the sample be taken?

· Sample design.  How many IHEs should be part of the sample?  How many graduates should be assessed to detect significant effects between teachers graduating from different teacher preparation program models?

C.
OVERVIEW OF THE REPORT

The remainder of this report is organized into three sections.  The first section begins with background information on the types of assessments and the various sources from which the assessments were obtained.  It then details the five types of assessments obtained: online exams, portfolio assessments, performance assessments, interview protocols, and self-assessments.  Each subsection includes information on the appropriateness of the assessment type for a national evaluation of graduates of PT3-supported teacher preparation programs.  We also note the appropriateness of each instrument type for a national evaluation. 

The second section discusses the merits of using the STaR Chart as an assessment tool. Though the previous assessments are discussed in terms of evaluating the effects of the PT3 program on individual preservice teachers’ technology proficiency, the STaR Chart is examined in terms of evaluating the effectiveness of the PT3 program on SCDEs. 

The third section details specific issues to be considered in designing an evaluation, proposes various design options, and identifies the strengths and weaknesses of different sampling procedures. Appendices include a copy of the International Society for Teacher Education (ISTE) standards, sample online exam questions, portfolio assessment rubrics, self-assessments, interview protocol, the CEO Forum STaR Chart, and contact information for those organizations that supplied an assessment for this report.

II. ASSESSMENT Instruments

A.
BACKGROUND

1.
Sources of Assessments


The institutions and organizations that developed instruments to assess teacher technology proficiency can be grouped into three major categories:

· Institutions of Higher Education.  IHEs have developed instruments to assess the proficiency of their own education students or faculty.  In one case (North Carolina), the state requires the institutions to assess their own students for state certification.

· States.  Some states developed (or are developing) instruments to assess technology proficiency as part of the teacher certification process.

· Private Companies.  Private companies developed instruments to measure proficiency to help teachers select training appropriate for their level of expertise.

In addition, some local educational agencies and nonprofit associations also have developed their own instruments.

2.
Types of Assessments

In general, most assessments use one of four instrument types: 
· Online Exams usually consist of multiple-choice questions (or questions of similar format) that are electronically administered and evaluated.

· Portfolio Assessments usually consist of a rubric that aligns the contents of a student’s portfolio with specific technology competencies.

· Performance Assessments require that a teacher complete several technology tasks and create separate files using application software that will later be reviewed by a trained evaluator.

· Self-Assessments typically provide a list of technology competencies or skills and asks the preservice or K-12 teacher to rate their ability in those skills.

Two instrument types that were used less frequently include:

· Interview Protocol provides questions for discussion about preservice students’ abilities with technological tools.

· Demonstration and Observation methods 
detail technology tasks to be performed, either as part of a test or in a K-12 setting, that are observed and evaluated by a trained evaluator.

3.
Competencies

Most of the assessments are based either on the International Society for Teacher Education (ISTE) standards or on state standards that are based on ISTE standards (see Appendix A for ISTE Standards).  ISTE is responsible for recommending standards in education technology to one of the official bodies for accrediting teacher preparation programs, the National Council for Accreditation of Teacher Education (NCATE).  The ISTE standards outline the fundamental concepts that all preservice teachers in education programs should master.  

The assessments generally evaluate preservice and K-12 teachers’ technology proficiency in several or all of the following five competencies
:

· Basic Technology generally includes basic computer terminology and usage, such as creating files and folders.

· Software includes proficiency with word processors, spreadsheets, databases, presentation software, e-mail, and the Internet.

· Ethics includes concepts such as software copyrights and privacy issues.

· Basic Integration focuses on a K-12 or preservice teacher’s ability to integrate technology into the K-12 curriculum and are included either as an independent competency that is tested separately or interwoven into questions relating to the previous competencies.

· Advanced Integration includes using appropriate media and technology resources to address differences in students’ learning and performance. Also includes teachers’ ability to select and create activities that incorporate the use of media and technology and are aligned with curriculum goals, based upon principles of effective teaching and learning, and support active student involvement. 

4.
Current Status

While the idea of improving elementary and secondary education through technology is not new, only recently have educators recognized a need for greater emphasis on strengthening preservice teacher technology education to improve educational instruction and K-12 student learning.  With this recognition has come a focus on developing instruments to assess both preservice and K-12 technology proficiency.  The process of developing these instruments is in the early stages.  While 15 states
 require preservice teachers to meet technology-related requirements for initial teacher credentials, few states require preservice teachers to pass technology assessments (Lemke, C., and S. Shaw, 1999).  Some states have developed their own instruments
, required their teacher preparation programs to develop their own instruments
, or are in the process of developing them.

Teacher preparation programs are also in the process of developing instruments to assess their own students.  Some programs, such as those in Michigan, are developing instruments to meet new state requirements.  Others, such as the University of Connecticut, developed the instruments on their own.  Many additional institutions and preparation programs currently use their own informal assessments to measure preservice students’ and faculty members’ technology proficiency.  These instruments are not included in this report.

There are however, a limited number of large-scale technology assessment instruments available.  As states and SCDEs continue to focus on technology proficiency in the next few years, the number of available assessments will undoubtedly increase.  

Twenty-six instruments are identified in this report; IHEs developed the majority (15) of them (see Table 1).  In addition, the most frequent instrument types were portfolio assessments (10 instruments) and self-assessments (9 instruments).

	TABLE 1

ASSESSMENT INSTRUMENTS BY TYPE AND SOURCE

	
	
	
	IHE
	State
	Private
	LEA
	Nonprofit
	Total

	
	
	
	
	
	
	
	
	

	Online Exam
	
	0
	2
	1
	0
	0
	3

	   Idaho
	
	
	
	X
	
	
	
	

	   Teacher Universe
	
	
	
	X
	
	
	

	   North Carolina
	
	
	X
	
	
	
	

	
	
	
	
	
	
	
	
	

	Portfolio Assessment
	9
	1
	0
	0
	0
	10

	   Idaho
	
	
	X
	
	
	
	
	

	   North Carolina Dept. of Pub. Inst.
	
	X
	
	
	
	

	   UNC-A&T
	
	X
	
	
	
	
	

	   North Carolina State University
	X
	
	
	
	
	

	   Western Carolina University
	X
	
	
	
	
	

	   UNC-Pembroke
	
	X
	
	
	
	
	

	   Elizabeth City State University
	X
	
	
	
	
	

	   UNC-Charlotte
	
	X
	
	
	
	
	

	   UNC-Asheville
	
	X
	
	
	
	
	

	   University of Illinois
	
	X
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Performance Assessment
	1
	1
	1
	0
	0
	3

	    Idaho
	
	
	
	X
	
	
	
	

	    Tek.Xam
	
	
	
	X
	
	
	

	    Utah State University
	X
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Interview Protocol
	
	1
	0
	0
	0
	0
	1

	   Stanford
	
	X
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Self Assessment
	
	4
	2
	1
	1
	1
	9

	   North Carolina
	
	
	X
	
	
	
	

	   Appalachian State University
	X
	
	
	
	
	

	   Utah/California
	
	
	X
	
	
	
	

	   SCR-TEC Profiler
	
	
	
	
	
	X
	

	   ComputerTek
	
	
	
	X
	
	
	

	   Teaching, Learning, & Computing
	X
	
	
	
	
	

	   Columbus State University
	X
	
	
	
	
	

	   UNC-A&T
	
	X
	
	
	
	
	

	   Mankato Public Schools
	
	
	
	X
	
	

	
	
	
	
	
	
	
	
	

	Total Assessments
	
	15
	6
	3
	1
	1
	26


B. ONLINE EXAM

In online exams, individuals answer multiple-choice questions (and other similar types of questions, such as fill-in-the-blank and sequencing) in a computer-automated test.  While K-12 and preservice teachers may be given the option of a pencil and paper version, the majority of test-takers complete the exam on a computer at a monitored testing site.  Each question has a single correct answer, and the tests are graded electronically.  The three online exams are:

· Idaho Technology Competency Exam (see Appendix B for sample questions)

· Teacher Universe Curriculum Integration Assessment System – 

http://assessment.teacheruniverse.com  (see Appendix B for sample questions) 

· North Carolina Essential Technology Skills Inventory – http://www.dpi.state.nc.us/tap/tapetsi.htm

Two of these three exams were developed specifically for preservice teachers to complete before licensure (see Table 2).  The third was developed for both K-12 and preservice teachers to take before a technology training course.  The exams have 54 to 90 questions and take 30 minutes to two hours to complete.  Reliability tests have been completed on two of the exams (one test was not reliable) and the third will be completed this summer.

Table 2

Administrative Features of Online Exams

	
	Idaho
	Teacher Universe
	North Carolina

	
	
	
	

	Teacher Type
	Preservice
	Preservice or K-12
	Preservice

	When Administered
	Prior to licensure
	Prior to training
	Prior to licensure

	Previous Usage
	12,000 teachers
	2,000 - 3,000 teachers
	Information not available

	Length of Assessment
	77 questions

(1 to 1 ½ hours
	54 questions

(30 minutes to 1 hour)
	90 questions

(110 minutes)

	Cost
	$5 to $7 per individual
	Information not available
	Test dropped

	Reliability/Validity
	Tests completed
	Will be completed this fall
	Not reliable

	Instrument Obtained
	Sample - 21 questions
	Sample - 52 questions
	Complete exam


As an assessment instrument, the online exam offers several advantages.  Because the exam may be conducted and assessed electronically rather than relying on trained evaluators, it is easier to administer  than other instruments (see Table 3).  In addition, because each question has a correct answer, comparison among different tests is easier than in more subjective tests reviewed by trained assessors.

Table 3

Evaluation of Online Exams

	
	Idaho
	Teacher Universe
	North Carolina

	
	
	
	

	Evaluation Time
	Immediate
	Immediate
	Immediate

	Evaluator Training
	None
	None
	None


The major drawback of an online exam is that the format limits the ability to measure the depth of teachers’ technology integration skills (see Table 4). Multiple-choice questions restrict the types of questions that can be asked and the responses that K-12 or preservice teachers give.  In fact, the online exam is more limited in its ability to measure even basic technology skills than the other formats discussed in this report because test-takers need only answer questions about the software and not actually manipulate it. Due to these limitations in assessing skill level, online exams would be more appropriate as a means of assessing preservice students’ technology proficiency prior to students’ entering the teacher preparation program, during the program, or just after graduation.   The instrument is less suitable for measuring the proficiency of inservice teachers.

Table 4

Online Exam Competencies

	
	Idaho
	Teacher Universe
	North Carolina

	
	
	
	

	Basic Technology Competency
	Yes
	Yes
	Yes

	Software Competency
	Yes
	Yes
	Yes

	Ethics Competency
	Yes
	Yes
	Yes

	Basic Integration Competency
	Yes
	Yes
	No

	Advanced Integration Competency
	No
	No
	No


1.
Idaho Technology Competency Exam

a.
Content, Administration, and Evaluation

Preservice teachers in Idaho can complete one of three evaluation instruments for state certification: the competency exam, the portfolio assessment (section C1.), or the performance assessment (section D1). Originally developed by technology coordinators in one region in Idaho, the competencies were reviewed by teams of state educators and then aligned with ISTE standards.  The competencies cover four of the five major categories: 

· Basic Technology Competency.  The Computing Environment (understanding basic computer hardware and software and working with files)

· Software Competency.  Word Processing (creating and editing documents with a word processor), Instructional Software (selecting, evaluating, and using software for the classroom), Telecommunications (using e-mail and the Internet), Presentation Software  (using software and hardware to develop presentations), Spreadsheets (manipulating spreadsheets), and Databases (working within a database).

· Ethics Competency.  Issues in Information Technology (understanding ethical, legal, and diversity issues as they relate to the use of technology).

· Basic Integration Competency.  Issues in Classroom Management (developing technology-integrated curricula and assessing student technology projects).

The assessment does not address advanced integration competency.


Since 1997, more than 12,000 preservice teachers in Idaho have taken the exam. The Idaho State Department of Education has also provided the test to schools in five states (Pennsylvania, Illinois, Hawaii, California, and Michigan), and the international organization FUTUREKIDS.


The technology competency exam is typically delivered online, although it is also available in Scantron format.  The test was piloted in 1995 and then implemented in 1997 to meet the state technology assessment requirement. The test is programmed in Java with a “front page” user interface to maintain user security.  The Idaho Department of Education has reported few malfunctions and only one instance in which test-takers lost partially completed tests and had to restart the exam. (This occurred in an area in which Internet access was still being fine-tuned.) 


The test contains 77 questions and requires one to one and a half hours to complete.
Each batch of questions (from which the 77 multiple-choice questions for each exam are drawn) costs about $10,000 to develop, and preservice teachers are charged a $5 lab fee for the examination.  The test is administered several times each year in one location (Boise State University), but individual districts may make arrangements to administer the test separately.  Trained proctors oversee administration.  


The estimated cost for the U.S. Department of Education to use the Idaho Technology Competency Exam varies depending on the detail of the information required.  For a minimal report and summary of each group of test-takers, the cost would be $5 per individual.  For individual scores for each test-taker, the cost would be an additional $1 per person and for results for each competency area, the cost would be an additional $1 per teacher.


In analyzing the test, the state department of education has performed the following statistical and validation procedures: content validity, construct validity, coefficient of internal consistency, item difficulty index, item index of discrimination, item reliability, and concurrent validity. The exam’s reliability ranges from .82 to .95 for different administrations and the current batch of questions has a reliability of .89.  

The tests are graded electronically so there is no training necessary for evaluators and the time required to complete the evaluation is limited. 

b.
Strengths and Limitations


One of the strengths of this test is its high reliability, achieved because the state of Idaho has invested a great deal of resources.  Due to the cost of developing questions for the exam, the Idaho State Department of Education released for review only a sample of 21 questions from different topic areas.  The test covers a range of technology skills, including technology integration.


The major limitation of the test is that it is difficult to assess the depth of an individual’s technology proficiency from multiple choice questions.  Knowing the correct answer to select from a multiple-choice list and being able to execute the task in question require different skill levels.  For example, a question such as the following is limited in its ability to test whether or not a student can perform the operation:

	1. Attention can be drawn to specific words within text through the use of _________.

a) the paste special editing feature

b) font formatting features such as bold (correct answer)
c) the page setup command

d) the select all command


Although all online exams will suffer from this same drawback, other exams, such as the Teacher Universe Curriculum Integration Assessment System (see below) offer question formats that allow for more in-depth questions.

2.
Teacher Universe Curriculum Integration Assessment System

a.
Content, Administration, and Evaluation


Teacher Universe is a firm that provides instructional technology planning, professional development, instructional tools, yearlong curricula, and career and life services to K-12 teachers.  It is currently a member of the California Commission on Teacher Credentialing PT3 Catalyst grant consortium, for which it is providing training and assessment resources. Its assessment covers four of the five major competencies:

· Basic Technology Competency.  Operating Systems (creating, naming, and saving files and saving and retrieving files on diskettes)

· Software Competency.  Databases (opening, designing, and navigating databases and sorting data), Internet (conducting research on the Internet, communicating with students and colleagues electronically, and understanding the legal, ethical, and safety issues associated with Internet use), Presentation Tools (creating, saving, and closing a presentation and layouts and understanding and working in various views). Spreadsheets (writing basic formulas and changing number formats), and Word Processing (formatting documents, using editing tools, and inserting Clip Art).

· Ethics Competency.  Technology Awareness (demonstrating confidence in ability to maintain computer systems and use core software applications and knowledge of legal and ethical issues associated with computer use) 
· Basic Integration Competency.  Curriculum Integration (selecting appropriate software applications for varying classroom contexts and using curriculum-based software) and Technology Usage (using computer technology in the classroom and in personal life).
This assessment does not address advanced integration. 

Teacher Universe developed the Curriculum Integration Assessment System as a pretest to determine the appropriate level of technology proficiency for teachers and as a post-test to determine improvement after completing the course.  The current web version of the survey, introduced in March 2000, was developed from a disk-based survey completed by more than 1,000 teachers, the overwhelming majority of which were K-12 teachers.  The assessment is also being used with preservice teachers at the SCDEs in the PT3 consortium, including the University of California – Riverside and Fresno State University.


The online test asks 54 questions, including multiple choice, multiple response, true/false, fill in the blank, sequencing, and “hot spotting
.”  For example, a question might show a screen from Microsoft Word and ask the test taker to “click the alignment button a student should use to fully justify the columns in his class newspaper.”  The questions are administered using a branching structure, so questions become easier or harder depending on how well the respondent is performing in a particular competency.  


There are plans to complete reliability and validity tests on the web version this summer, but no current results exist.  In addition, the electronic platform on which the test is administered is being upgraded, so Teacher Universe will have the capability to administer portfolio and performance assessments.


The tests are evaluated electronically and teachers receive a score between 100 and 300 in each of the nine competencies.  A score between 100 and 199 places the teacher in the entry-level class, 200 to 299 in the intermediate class, and 300 in the advanced class.

As part of its work with the California Commission on Teacher Credentialing, Teacher Universe agreed to share the assessment with other PT3 grantees.

b.
Strengths and Limitations


The use of different question formats can measure knowledge and competence better than a straight multiple-choice exam.   Hot spotting and sequencing questions, for example, require the test-taker to demonstrate more familiarity with software than do simple multiple-choice items.  In addition, the branching system allows questions to more quickly and more accurately pinpoint an individual’s level of knowledge than a uniform set of questions for all test takers.


The test’s ability to measure the integration of technology in teaching is limited by the format. For example, the true/false question “You can use a spreadsheet to teach story sequencing skills” shows whether an individual is able to select the appropriate software for a situation but offers little insight into his or her ability to integrate technology into the K-12 curriculum.  As with the Idaho exam, this test assesses knowledge that is necessary but not sufficient for developing a technology-rich curriculum. 

No data are available on the test’s reliability and validity (though there are plans to evaluate the test this summer).

3.
North Carolina Essential Technology Skills Inventory
a.
Content, Administration, and Evaluation
Before mandating a portfolio assessment for licensure, the state of North Carolina experimented with the Essential Technology Skills Inventory, a multiple-choice exam.  The 110-minute, 90-question exam covered the state’s Basic Technology Competencies (described below) and was similar to a test administered to the state’s eighth-grade students.  The North Carolina State Board of Education no longer administers the basic technology skills test to teachers.

b.
Strengths and Limitations

After several pilot efforts, both the validity and reliability of the instrument were questioned, and it was determined that the cost of maintaining the test was too high.  An inability to guarantee equitable access to the necessary technological equipment during the teacher preparation program made it difficult to ensure a fair testing procedure.  Finally, the questions focused on basic skills and did not address the issue of integration or learning enhancement.

4.
Appropriateness of the Online Exam for a National Evaluation

The online exam offers several advantages as a potential source of data.  First, because each question has a correct answer, test competencies may be applied more uniformly to each K-12 or preservice teacher, allowing for consistent comparison among different teachers.  Second, because the test evaluation is completed electronically rather than by a trained assessor, time and cost factors for analyzing and evaluating the data obtained are minimized.  Thus, the online format reduces the cost of administering the exam and increases the potential sample size. 


The drawback to the online exam is that the data may not reflect an accurate picture of the preservice or K-12 teacher’s ability to teach with technology.  This drawback is particularly true of questions designed to measure a teacher’s ability to integrate technology.  For instance, the following from the Idaho Competency Exam can measure a preservice teacher’s ability to select appropriate software for a particular lesson: 

	1. Students need to calculate the population of statistics in their community for a report on the local economy and employment.  The best tool for this activity would be ___________.

a) a local area network

b) desktop publishing software

c) a spreadsheet (correct answer)
d) a database


That question, however, might not measure his or her ability to develop and implement a technology-specific lesson plan.

Of the three tests discussed in this report, the Idaho Technology Competency Exam and the Teacher Universe Curriculum Integration Assessment System are most appropriate for a national evaluation.  Because the Teacher Universe test also allows for different question formats, it provides more flexibility in measuring the competencies than does the Idaho Technology Competency Exam.  While the North Carolina Essential Technology Skills Inventory may not be appropriate for a national evaluation, it highlights some of the problems of developing a multiple-choice exam.

C.
PORTFOLIO ASSESSMENT

Preservice students’ technology proficiency is evaluated using a portfolio assessment at IHEs in several states.  For this type of assessment, students are required to develop a technology portfolio that is assessed against a rubric based on competencies.  These competencies are developed independently at each institution, yet are typically based on the ISTE technology guidelines.  Though they vary from institution to institution, a portfolio is usually compiled throughout the student’s time at the teacher preparation program and contains lesson plans, completed coursework, and additional materials that demonstrate the preservice students’ proficiency in the competencies.  Eight portfolio assessments from the following institutions and states are discussed below:

· Idaho – Technology Portfolio Assessment Standards and Scoring Guide (see Appendix C for sample rubric)

· North Carolina Agricultural and Technological State University – Advanced Technology Competencies Portfolio Rubric (see Appendix C for sample rubric)

· Western Carolina University -  Technology Portfolio Summative Evaluation Form 

· North Carolina State University – Technology Competencies Verification Form

· University of North Carolina – Pembroke – Portfolio Evaluation and Summary Forms 

· Elizabeth City State University – Technology Portfolio Evaluation Form

· University of Illinois – Technology Competencies Database

· North Carolina (Department of Public Instruction)– Technology Competencies for Educators (Basic and Advanced)

Two additional portfolio assessments from the following institutions are also mentioned but not discussed in detail due to limited information:

· University of North Carolina – Asheville

· University of North Carolina – Charlotte 

The eight portfolio assessments obtained are used specifically for preservice teachers and administered before graduation, usually during the student’s last semester (see Table 5).  The total number of competencies and subcompetencies typically addressed in portfolio assessments ranges from 14 to 26, with three of the assessments addressing five main competencies and 21 subcompetencies and one addressing five main competencies and 22 subcompetencies.  At two institutions, students are required to pay an assessment fee of $50. 

There are several strengths of using portfolio assessments. They provide a much better assessment of students’ technological skills and ability to apply and adapt technology to specific learning situations. This is in contrast to multiple-choice assessments that strictly catalog a student’s knowledge and recall of classroom instructional technology (see Table 6).  Furthermore, the portfolio assessment allows students to demonstrate a broader range of skills than other types of assessments. Consequently, the portfolio assessment is best suited for measuring students’ level of technology proficiency during the teacher preparation program because it allows students to demonstrate what they have learned throughout their time in the program and how they plan to apply technology in a classroom setting. 

Table 5

Administrative Features of Portfolio Assessments

	
	Idaho
	NC A&T
	NC State
	Western Carolina
	UNC-Pembroke

	
	
	
	
	
	

	Teacher Type
	Preservice, K-12,  and others
	Preservice
	Preservice
	Preservice
	Preservice

	When Administered
	Prior to graduation
	Prior to graduation
	Prior to graduation
	Prior to graduation
	Prior to graduation

	Previous Usage
	Approximately    1,000
	Approximately 175 students
	Information not available
	350 students
	Information not available

	Length of Assessment
	8 entries for 25 standards
	14 comp. (8-40 hours)
	5 competencies
	5 competencies
	5 competencies

	Cost
	$50 per student
	$50 per student
	Information not available
	Information not available
	Information not available

	Reliability/Validity
	Validity tests completed
	No tests conducted
	Information not available
	Content validity test completed
	Information not available

	Instrument Obtained
	Standards and Scoring Guide
	Rubric of Competencies
	Portfolio Rubric
	Summative Eval. Form
	Complete assessment


	
	Elizabeth City State
	UNC-Charlotte
	UNC-Asheville
	University of Illinois

	
	
	
	
	

	Teacher Type
	Preservice
	Preservice
	Preservice
	Preservice

	When Administered
	Prior to graduation
	Prior to graduation
	Prior to graduation
	Prior to graduation

	Previous Usage
	100 students
	Information not available
	Information not available
	Information not available

	Length of Assessment
	5 competencies
	Information not available
	24 objectives
	18 competencies

	Cost
	Information not available
	Information not available
	Information not available
	Information not available

	Reliability/Validity
	Planned for the future
	Information not available
	Information not available
	Information not available

	Instrument Obtained
	Rubric
	None
	None
	None


Table 6

Portfolio Assessment Competencies

	
	Idaho
	NC A&T
	NC State
	Western Carolina
	UNC-Pembroke

	
	
	
	
	
	

	Basic Technology Competency
	Yes
	Yes
	Yes
	Indirectly
	Yes

	Software Competency
	Yes
	Yes
	Indirectly
	Yes
	Indirectly

	Ethics Competency
	Yes
	Yes
	Yes
	Yes
	Indirectly 

	Basic Integration Competency
	Yes
	Yes
	Yes
	Yes
	Yes

	Advanced Integration Competency
	Yes
	Yes
	Yes
	Yes
	Yes


	
	Elizabeth City State
	UNC-Charlotte
	UNC-Asheville
	University of Illinois

	
	
	
	
	

	Basic Technology Competency
	Indirectly
	Indirectly
	Indirectly
	Yes

	Software Competency
	Indirectly
	Yes
	Yes
	Yes

	Ethics Competency
	Yes
	Yes
	Yes
	Yes

	Basic Integration Competency
	Yes
	Yes
	Yes
	Yes

	Advanced Integration Competency
	Yes
	Yes
	Yes
	Yes


There are, however, some additional demands to using the portfolio assessment.  First, the instrument requires that evaluators be specifically trained to assess teacher portfolios (see Table 7). Compared with online tests, for example, this training requires a greater commitment of resources.  The time required to assess a student’s level of technology proficiency using a portfolio assessment is greater than the time required for an online survey or self-assessment.  Both of these factors would limit the possible sample size in a national evaluation.  An additional concern with using portfolio assessments is tester reliability.  Since there are no exact answers with the portfolio, evaluators must judge whether or not a portfolio demonstrates a particular competency.  With multiple evaluators, training to assure inter-rater reliability is expensive but assures consistency.   A final concern is that preparing a portfolio places a larger burden on the individual preservice student than the other assessments do, because the process of compiling a portfolio is time-consuming.

Table 7

Evaluation of Portfolio Assessments

	
	Idaho
	NC A&T
	NC State
	Western Carolina
	UNC-Pembroke

	
	
	
	
	
	

	Evaluation Time
	45 min. – 1 hour
	Approximately 30 minutes
	Information not available
	1 hour
	1 hour

	Evaluator Training
	Yes – detailed
	Yes (about 3 hours)
	Yes
	No
	Yes


	
	Elizabeth City State
	UNC-Charlotte
	UNC-Asheville
	University of Illinois

	
	
	
	
	

	Evaluation Time
	45 minutes
	Information not available
	Information not available
	Varies

	Evaluator Training
	Yes
	Information not available
	Information not available
	Information not available


1.
Idaho – Technology Portfolio Assessment Scoring Rubric 

a.
Content, Administration, and Evaluation


The teacher portfolio used by the state of Idaho consists of eight required entries that provide evidence of mastery of 25 accomplishments based on the ISTE standards. 

· Entry 1: Use of Word Processing Tools.  Use of word processing tools for instructional planning, development of teaching materials, instructional delivery, or integration of technology into the curriculum

· Entry 2: Use of Database Tools.  Use of database for instructional planning, development of teaching materials, instructional delivery, or integration of technology into the curriculum

· Entry 3: Use of Spreadsheet Tools.  Use of spreadsheet tools for instructional planning, development of teaching materials, instructional delivery, or integration of technology into the curriculum

· Entry 4: Use of Presentation Tools.  Use of presentation tools for instructional planning, development of teaching materials, instructional delivery, or integration of technology into the curriculum

· Entry 5: Use of Telecommunication Tools.  Use of e-mail and the Internet for instructional planning, development of teaching materials, instructional delivery, or integration of technology into the curriculum

· Entry 6: Student Work Samples.  Inclusion of actual samples of K-12 student work for two of the tools featured in entries one through five

· Entry 7: Evaluation of Educational Software.  Evaluation of educational software chosen by preservice student

· Entry 8: Checklist of Trouble-Shooting Techniques.  Documentation of the ability to use troubleshooting techniques discussed in state standards

Scoring is based on the evidence in the portfolio entries that supports demonstration of the standards.  To pass the assessment, students must meet all 25 standards, which address the following major competencies:

· Basic Technology Competency.  Basic Computer/Technology Operations and Concepts (focuses on the operation of a computer system, knowledge of terminology, knowledge of trouble shooting techniques, and ability to use imaging devices).

· Software Competency.  Personal and Professional Use of Technology (focuses on the ability to use word processing software, database software, spreadsheet software, and presentation software to develop a product; targets students’ ability to use communications software to access and use the Internet and e-mail to develop a product; includes items that address problem solving and data collection and adaptations for students with special needs).
· Ethics, Basic Integration, and Advanced Integration Competencies.  Application of Technology to Instruction (focuses on computer and technology resources; equitable, ethical, and legal use of technology; and integration of technology, including a demonstrated use of productivity, presentation, and communication tools to plan instruction, develop instructional materials, deliver instruction, and assess student learning and performance). 

The assessment also contains a component in which the software materials used in the portfolio are evaluated on a variety of criteria including: clarity of directions, documentation, ease of operation, error handling, motivation, accuracy of information, evaluation/feedback, K-12 student materials, promoting intended instructional outcome, readability of text, readability of graphics, and appropriateness for student group.  Validity tests for this assessment have been completed at this time, however, the results were not available.

The assessment is conducted during the student’s final semester in the teacher preparation program and trained assessors use a detailed scoring guide to evaluate the student portfolios for a fee of $50. 

 b.
Strengths and Limitations

In addition to the Strengths and Limitations stated earlier, this assessment goes beyond focusing solely on basic technology competencies.  It evaluates teachers on how they demonstrate applying technology to instruction and requires preservice students to apply skills as they would in teaching: selecting software, evaluating its appropriateness for their students, and determining how it will operate in the classroom setting.

2.
North Carolina (Department of Public Instruction) – Technology Competencies for Educators (Basic and Advanced) 
To become a licensed teacher in North Carolina, preservice students must demonstrate their technology proficiency by submitting a “product of learning” (similar to a portfolio) that is assembled throughout their teacher-education program.  At the end of the students’ program (usually during the semester they are student teaching), the product of learning is assessed using a rubric developed from the state competencies, which are based on the ISTE/NCATE standards.  There are two levels of state competencies, basic and advanced, which taken together cover all five of the major competencies:

· Basic Computer Technologies.  Computer Operation Skills (focuses on the preservice students’ ability to start up and shut down a computer system and its peripherals; to save, open, and place documents inside subdirectories/folders; and to work in more than one application at a time); Setup, Maintenance, and Troubleshooting (measures the preservice students’ ability to setup a computer system and its peripheral devices, make backup copies of key applications and documents, and install and upgrade an application); Networking (tests the preservice students’ ability to use a file server and share files with others on the network); Telecommunications (identifies the competency level of preservice students at accessing and using resources on the Internet and World Wide Web, connecting a computer to a modem and telephone line for dial-in access, and effectively using distance learning, desktop video conferencing, and teleteaching technologies); and Media Communications (assesses preservice students’ ability to produce print-based products and electronic slides and overheads and use a digital camera and scanner). 

· Software Competency.  Word Processing/Introductory Desktop Publishing (identifies students’ competency level at entering and editing text, copying and moving a block of text, checking spelling, grammar, and word usage, and inserting objects into a document); Spreadsheet/Graphing (focuses on the preservice students’ ability to interpret and communicate information in an existing spreadsheet, create a spreadsheet with rows, columns, and headings, and enter data into a spreadsheet); and Database (measures preservice students’ ability to use information from an existing database and create a database with multiple fields and records).
· Ethics Competency.  Social, Legal, and Ethical Issues (focuses on how preservice students establish classroom policies and procedures that ensure compliance with copyright law, fair-use guidelines, security, and child protection).
· Basic Integration Competency.  Multimedia Integration (focuses on preservice students’ ability to plan, produce, and use both a linear, multimedia presentation and a non-linear, hypermedia presentation); Curriculum (determines to what degree preservice students are using the computer skills curriculum to identify what students should know and be able to do and to determine preservice students’ ability to locate, evaluate, and select the appropriate teaching/learning resources and curriculum materials for their content area and target audience); and Subject-Specific Knowledge (measures the preservice students’ use of technology-based tools that are specific to the discipline, and their ability to use media and technology to present the subject so that it is comprehensible to others).

· Advanced Integration Competency.  Design and Management of Learning Environments/Resources (examines the degree to which preservice students effectively use computers and other technologies to communicate information in a variety of formats on student learning to colleagues, parents, and others); and Child Development, Learning, and Diversity (determines preservice students’ ability to use media and technology to support learning for children with special needs or for children whose primary language is not English).
Though each student’s product of learning is assessed using the same competencies, the individual IHEs in North Carolina independently interpret these competencies and each develop a rubric based on that interpretation.  Each institution is required to have a review panel of members that use the rubric to assess the students’ technology proficiency, including a K-12 teacher and an SCDE faculty member.  Brief descriptions of the various rubrics IHEs in North Carolina use are discussed below.    
 

3.
North Carolina Agricultural and Technological State University – Advanced Technology Competencies Portfolio Rubric 

a.
Content, Administration, and Evaluation

The technology portfolio rubric used at North Carolina Agriculture and Technology (NC A&T) is based on state standards and was developed with input from the portfolio specialist at the Department of Public Instruction.  The assessment is completed electronically the semester before graduation and has been used with nearly 175 students.  The rubric aligns the contents of the student’s portfolio against 14 competencies (basic and advanced). The portfolio contents include “evidences” that both the competencies and sub-competencies.  Based on these evidences within the portfolio, students receive one of four proficiency ratings on each competency and on the portfolio overall.  The guidelines for these ratings are:

· Level 1.  The portfolio displays a lack of proficiency in multiple competencies. The evidences in at least two areas are lacking either substance or originality.  At least two competency areas are lacking evidences at the Level 3 or 4 standard.
· Level 2.  The portfolio displays a lack of proficiency in at least one competency.  The evidences in at least one competency area are lacking either substance or originality.  At least one competency area does not have an evidence at the Level 3 or 4 standard.  Additionally, each acceptable evidence is student work that holds the characteristics of being original, integrated, correct, appropriate, and correlated.

· Level 3.  The portfolio displays proficiency of the technology competencies.  The evidences display substantial, original work.  At least one evidence for each competency area is at the Level 3 or 4 standard.  Additionally, each evidence is student work that holds the characteristics of being original, integrated, correct, appropriate, and correlated.
· Level 4.  The portfolio displays a mastery of the technology competencies.  Multiple evidences are included for each competency.  The evidences display substantial, original work.  Each evidence included is at the Level 3 or 4 standard. Additionally, each evidence is student work that holds the characteristics of being original, integrated, correct, appropriate, and correlated.

The cost of completing the assessment is $50 per student.  To date, no reliability or validity tests have been conducted on the rubric.  Assessors undergo approximately three hours of training to learn how to properly score a student’s portfolio, and the actual assessment takes about 30 minutes to complete.

b.
Strengths and Limitations


The NC A&T assessment has several strengths.  First, the assessment requires students to provide evidence supporting each competency.  In doing so, students demonstrate mastery of the competencies through application of skills.  Second, the standards used to evaluate students are clearly defined, and criteria are specified for each component of the portfolio, which helps promote consistency in ratings.  Moreover, students’ evidence of technology proficiency is rated on four levels, rather than on a binary scale (satisfactory or unsatisfactory).  This provides a more nuanced picture of the students’ abilities than an all-or-nothing approach does. 


One of the more notable drawbacks is that necessary evaluator training and the length of the assessment makes it more time consuming.   Furthermore, even with detailed specifications, it is difficult to standardize results across more subjective evaluations.

4. Western Carolina University(Technology Portfolio Summative Evaluation Form 

and

5.
North Carolina State University(Technology Competencies Verification Form

a.
Content, Administration, and Evaluation

Similar to other IHEs in North Carolina, Western Carolina University’s and North Carolina State University’s student portfolios are reviewed using an evaluation form that aligns the portfolio content with the state competencies and sub-competencies. The form has been used at Western Carolina with approximately 350 students in the past three years.  The semester before graduation, a review panel uses the form to rate students as either superior (exceeds expectations), satisfactory (meets expectations), or unsatisfactory (does not meet expectations) on each of the five major competencies. At Western Carolina, students are also rated on each of the 21 sub-competencies. The review panel is encouraged to discuss the competency together before recording a proficiency rating on the evaluation form.  

Based on hardware, software, and personnel hours, the production and maintenance cost of the instrument is estimated at $15,000 to $20,000 (Western Carolina). Content validity tests have been completed for the Western Carolina assessment, but the results of those tests were not available.  The time required for evaluators to complete the assessment is estimated at one hour.

b.
Strengths and Limitations


One of the strengths of the portfolio assessment at Western Carolina is that it targets the advanced competencies that focus on integration of technology rather than basic technology skills.  Furthermore, as with the NC A&T assessment, the three-level rating scale provides a better idea of the student’s actual level of technology proficiency, compared with a binary scale on which students either meet the criteria or not. 

Portfolio assessments in general take more time to complete than online or self-assessments and the assessment at Western Carolina necessitates even more time by requiring the review panel to discuss each competency area prior to recording a rating.  This collaboration may produce greater consistency in ratings, yet also impose an even greater time burden on the reviewers.  

5. University of North Carolina – Pembroke – Portfolio Evaluation and Summary Forms

and

7.
Elizabeth City State University – Technology Portfolio Evaluation Form

a.
Content, Administration, and Evaluation

Before graduation, UNC-Pembroke and Elizabeth City State University (ECSU) teacher preparation students must submit a portfolio with “artifacts” that provide evidence of the mastery for each of the five advanced state competencies. These artifacts receive ratings that are recorded on portfolio evaluation forms.  The forms at ECSU have been used with approximately 100 students over the past two years.  Each artifact (student lesson plans, classroom activities, or other materials) receives a rating of either satisfactory or unsatisfactory based on the students’ explanation of why the artifact is included in that competency. To receive a satisfactory rating, artifacts must: 

· Show originality 

· Support the North Carolina Standard Course of Study

· Be accurate in subject and content

· Be technically correct  


If an artifact is rated unsatisfactory, reviewers explain the reason for the lower rating. 


For this assessment, each competency area is weighted differently in configuring the overall portfolio rating.  Curriculum is worth 20 percent; Subject-specific Knowledge, 40 percent; Design and Management of Learning Environment/Resources, 20 percent; Child Development, Learning, and Diversity, 10 percent; and Social, Legal, and Ethical Issues, 10 percent.  


Though no tests have been conducted to date, ECSU has plans to conduct both reliability and validity tests in the future.  Evaluators are required to undergo training in order to complete the assessment, which takes approximately 45 minutes.

b.
Strengths and Limitations

As with the previous assessments, one strength of these instruments is that each assessment concentrates primarily on the advanced competencies that require a higher level of technology proficiency.  Moreover, ECSU’s portfolio assessment weights each of the competencies, emphasizing those that target the student’s ability to integrate technology into the curriculum.

8.
University of Illinois – Technology Competencies Database

a.
Content, Administration, and Evaluation

Preservice teachers first used the Technology Competencies Database (TCD), developed at the University of Illinois in Champaign-Urbana, in 1997.  The 18 competencies are based on the ISTE standards.  TCD is a FileMaker Pro database linked to a World Wide Web server that allows students to interact with faculty and receive feedback on their work.  Preservice students complete activities in their coursework in accord with the competencies.  These activities were originally developed by faculty, but a variant called TEbase was developed that listed actual class assignments that students and faculty could align with the competencies. By the end of their teacher preparation program, students have assembled an electronic portfolio that contains assignments that provide evidence for their accomplishments on each competency.  These activities are submitted to TCD, and individual faculty members determine whether or not the student has met the competency.

b.
Strengths and Limitations

A 1998 TCD report conducted by faculty at the University of Illinois cited various strengths of the assessment including the fact that preservice students were highly interested in using TCD and reported that it was user-friendly and easy to navigate.  Some students noted, however, that the system was slow and that submitting their materials to the database was time consuming.  Another concern is that faculty are having difficulty providing the optimal level of individualized feedback to students that TCD is capable of enabling.  


9.
Appropriateness of the Portfolio Assessment for National Evaluation


The portfolio assessment is appropriate for a national evaluation because it requires students to supply tangible evidence, such as technology-integrated lesson plans and class activities, that supports their ability to integrate technology into instruction.  This provides greater evidence of mastery of the various competencies than an online exam or self-assessment does.  Furthermore, in a national evaluation, this assessment type’s focus on the more advanced technology skills may encourage a shift in the focus of teacher preparation programs away from basic skills and toward integration.  The portfolio assessment also allows preservice students to demonstrate a wide range of skills and can be applied to a variety of subject and grade-level contexts.  


Some drawbacks to using the portfolio in a national evaluation include the amount of time required first to train the evaluators and then to complete the actual assessment. Portfolio assessments require more time that an online exam or self-assessment.  This can limit the sample size for the evaluation.  In addition, since there is no exact answer in a portfolio assessment, it is up to the evaluator to use his or her judgement to determine whether or not the student has met the competencies.  As such, tester reliability becomes an issue and efforts must be made to ensure that evaluators are consistent across assessments.  Using a portfolio assessment in a national evaluation presents additional challenges because all teacher preparation programs involved would have to require their preservice students to compile a portfolio, which can be quite time-consuming. Furthermore, some programs currently require students to develop electronic portfolios, while other programs are not yet equipped for this.  When using the portfolio assessment, evaluators would either have to account for differences in the various portfolio formats to ensure that each portfolio is evaluated using the same criteria, or all participating teacher preparation programs would have to be equipped for developing electronic portfolios. 

Of the 10 portfolio assessments discussed above, the instruments from Idaho and NC A&T would be the most useful in providing detailed, qualitative data on preservice teachers’ level of technology proficiency and their ability to integrate technology into instruction.

D.
PERFORMANCE ASSESSMENT


In a performance assessment, students manipulate actual software applications to answer questions and create documents for review.  For example, test takers may be asked to use a web browser to locate a website to answer specific questions, a word processor to write and format a document, or presentation software to create a graphics and text slide show.  

A performance assessment is similar to a portfolio assessment because both require preservice and K-12 teachers to submit files they created by manipulating application software.  A portfolio assessment is usually a compilation of work completed during a student’s academic career, while the performance assessment is a timed test in which students complete specific tasks.  A trained evaluator, using an answer key or rubric, reviews the tasks.  The three performance assessments obtained for this review are:

· Idaho Performance Assessment 

· Tek.Xam

· Utah State’s Computer and Information Literacy Test

The Idaho Performance Assessment was specifically designed for preservice teachers, while the others are designed for undergraduate students to complete before or upon graduation (see Table 8).  The assessments have been administered to between 1,500 and 4,000 students, and reliability and validity tests have been completed on all three assessments.

Table 8

Administrative Features of Performance Assessments

	
	Idaho
	Tek.Xam
	Utah State University

	
	
	
	

	Teacher Type
	Preservice
	Not teacher specific
	Not teacher specific

	When Administered
	Prior to licensure
	Generally upon graduation
	Prior to graduation

	Previous Usage
	1,500
	1,200
	4,000

	Cost
	Must be discussed
	$50 per teacher
	Information not  available



	Reliability/Validity
	Tests completed
	Tests Completed
	Tests Completed

	Length of Assessment
	Several hours
	4.5 hours
	Information not available



	Instrument Obtained
	Outline of tasks
	Sample questions
	Sample questions


Performance assessments offer several advantages. First, although only the Idaho assessment is specifically designed for teachers, performance assessments in general are much better than online exams at assessing teachers’ skills with both basic technology and technology integration (see Table 9).  In addition, performance assessments require significantly less student time than portfolios because the tasks are completed during a timed exam.

Table 9

Performance Assessment Competencies

	
	Idaho
	Tek.Xam
	Utah State University

	
	
	
	

	Basic Technology Competency
	Yes
	Yes
	Yes

	Software Competency
	Yes
	Yes
	Yes

	Ethics Competency
	Yes
	No
	Yes

	Basic Integration Competency
	Yes
	No
	No

	Advanced Integration Competency
	Yes
	No
	No


The drawbacks are similar to those of the portfolio assessment.  The exam requires more time to administer and evaluate because trained evaluators must review each performance assessment (see Table 10).  In addition, this requires a greater focus on consistency in evaluation because of the subjectivity in assessment.  As with the portfolio assessment, the performance assessment is most appropriate for assessing students’ technology skill level during their time at the teacher preparation program rather.  It is less suitable for use prior to students' entering the preservice program.

Table 10

Evaluation of Performance Assessments

	
	Idaho
	Tek.Xam
	Utah State University

	
	
	
	

	Evaluation Time
	30 minutes to 1 hour
	Information not  available
	Information not  available

	Evaluator Training
	Yes
	Yes
	Minimal


1.
Idaho Performance Assessment

a.
Development and Administration

The Idaho Performance Assessment consists of six tasks.  Preservice teachers may take as many as six tasks or as few as one task during a testing session. The following six tasks cover all five technology competencies:

· Checking the computer system and previewing a piece of educational software.  This section requires that teachers identify disk space and RAM, install and use applications, and create and rename folders and files.  In addition, individuals must examine a piece of software they have not used previously and assess its educational value, including applicability to grade and subject level and appropriate use in teaching.

· Word processing for a lesson plan in which students use computers.  Candidates must use basic word processing skills such as copying and pasting text, changing font and size, and setting margins.  They must describe how to teach a topic of their own choice in a way that involves the use of computers.  This must include a discussion of what students will gain from the lesson; the equipment, software, and other materials needed; a description of what each student must do; and a brief explanation of how student success will be determined.

· Using a spreadsheet to analyze student data.  Teachers are given student names, grades, and other information and then must manipulate a spreadsheet to perform calculations and format changes.  In addition, the candidates are required to discuss issues of technology equity in the classroom. 

· Acquiring graphics and creating a poster.  Teachers must create a one-page “mini-poster,” using two graphics objects and text.  This includes the use of either a digital camera or a scanner to insert and manipulate the graphics.  The poster must be developed for topics such as how to set-up the physical environment in the classroom to facilitate technology use, classroom rules that maximize technology opportunities, and teacher guidelines for organizing a technology lesson or project.

· Creating and running an electronic presentation.  Individuals must create a four-slide electronic presentation using both text and graphics.  The show will address a  topic such as accommodating students with special needs when using technology, encouraging life-long learning through technology, assessment of computer-based learning experiences, and ensuring students use technology ethically.  

· Finding a World Wide Web address and reviewing it in an e-mail document.  In the final task, candidates must use a web browser and search engine to find a web site related to a chosen topic.  They are required to cut the URL and text from the web page and copy it to a word processor.  They must then discuss how students might use the selected web site and then use e-mail to send the word processor document.  Web site topics include those sites with useful research for students, with information on current events, or with math or science resources for teachers.


More than 1,500 preservice teachers in Idaho have taken the Idaho Performance Assessment.  The six tasks take several hours to complete.  Local monitors for each region of the state are trained to monitor the assessments, which generally take place at the school site. Teachers must succeed in all six tasks to pass this assessment.  If they fail some tasks, they only need to retake those tasks in order to pass the whole assessment.  One of the assessment’s designers is not sure how much it would cost the U.S. Department of Education to use the assessment for a national evaluation.  He said it would be easier to get permission to use the instrument after it had been used in Idaho for three years, which will occur in July 2001. 


During the nine-month pilot for the test, both validity and reliability tests were conducted and the test was fine-tuned.  Inter-scorer reliability has been a focus of much of the testing.  The performance assessments require from 30 minutes to one hour to evaluate.  Evaluators receive training, and two evaluators review each assessment. 


Each task is divided into four subtasks that are graded on a scale of one to four, with four being exemplary.  Three is passing, so an individual must have a total of 12 points for each task.  If a preservice teacher receives a score of two on a subtask, that score must be balanced against a four on another subtask on that same task in order to pass.

b.
Strengths and Limitations

The Idaho performance assessment focuses on evaluating a teacher’s ability to use technology to enhance K-12 teaching and learning.  Unlike most other instruments that ask students to discuss the use of software application, this assessment requires students to manipulate the technology and discuss technology integration.  Thus, it is more likely to address the ultimate outcome of technology integration.

The weakness of this instrument is that trained evaluators must review the results, which requires more time than an online exam.  This also requires training to maximize inter-evaluator reliability so that tasks of similar quality reviewed by different evaluators receive the same rating.  In addition, the test’s designers would prefer to wait until July 2001 to allow access to the test, which may not work with the ED’s timetable.

2.
Tek.Xam

a.
Content, Administration, and Evaluation

Tek.Xam, created by the Virginia Foundation for Independent Colleges (VFIC), is a national assessment designed to measure problem-solving skills in a technology environment. The instrument includes aspects of both a performance assessment and an online test.  Questions cover three of the five major technology competencies:

· Basic Technology Competency and Ethics Competency.  General Computing Concepts (includes multiple choice questions on computer terminology, troubleshooting, legal and ethical concerns, and use of the World Wide Web to perform Internet research and evaluation)

· Software Competency.  Web Design (requires the creation of a multi-page web site), Presentation Software (requires creation of a multi-slide presentation), Spreadsheets (includes the manipulation of a spreadsheet to analyze raw data, draw conclusions and then export the data to another application), and Word Processing (requires the creation and development of a document using word processing software).

The assessment does not address basic or advanced integration competencies. 

The test is designed to serve as a benchmark for college graduates to measure their technology skills against other college graduates.  It is not specifically designed to assess either preservice or K-12 teachers.  Faculty from the VFIC member institutions, with advice from corporate human resources and information technology executives created the original test form. The four-and-a-half-hour test is administered at college campuses several times each year.  The test was piloted several times, beginning in November 1998, before its national administration in April 2000.  To date, approximately 1,200 individuals have taken the test.  Most have been college students, although some corporate representatives and college faculty have completed the exam. 

Currently, almost 20 faculty item writers submit questions to a filter group for review/revision.  In developing questions, potential multiple-choice or performance task items are included in the test form as experimental items to be answered but not scored.  After an experimental item has been tested by 500 test takers, it is reviewed for possible acceptance to the item bank.  Reliability ranged from .88 to .94 for all skill areas except for word processing (.75).  Validity tests are planned for the second and third quarters of 2000.
b.
Strengths and Limitations


Because the administrators of the Tek.Xam would like the test to serve as a national evaluation, they have put forth significant resources to assess its reliability and validity.  In addition, the format in which teachers must demonstrate their technology proficiency within the application is better able to illustrate the range of teacher skills than assessments that rely only on multiple-choice questions.

The major drawback to the exam is that it is geared toward liberal arts majors in general, not specifically to preservice or K-12 teachers.  As a result, there are no questions relating to technology integration or the use of computers in the K-12 classroom.

3.
Utah State University Computer and Information Literacy Test

a.
Content, Administration, and Evaluation

The Computer and Information Literacy Test (CIL) was developed at Utah State University and implemented two years ago. The test covers three of the five competencies:

· Basic Technology Competency.  Operating Systems and Environments (copy, edit, and delete files and folders and identify key vocabulary).

· Software Competency.  Public Access Networks and Electronic Mail (receive, read, and send e-mails and work with attachments), Information Resources (use World Wide Web browsers, file transfer protocol, and the online library catalog), Document Processing (use a word processor to edit a document, including changing paragraph and page formats, adding page numbers, and inserting graphics), and Data Visualization, Analysis, and Presentation (Spreadsheets) (modify spreadsheets, calculate with simple formulas, and edit charts and graphs).

· Ethics Competency.  Ethics of Computer-Assisted Information Access and Use (demonstrate an understanding of copyright laws and issues of privacy).

This assessment does not address basic or advanced integration competencies. 


The CIL is not specific to teachers and is required of all students receiving a bachelor’s degree at Utah State.  About 4,000 students have taken the test over the last two years it has been provided.



The test consists of two different formats.  The majority of the test is a performance assessment, although the Ethics of Computer-Assisted Information Access and Use component includes multiple-choice questions.  

Developing the questions for the test takes one staff member about two months each year.  In addition, the university spends about $3,000 per year in research and development of the software that students use to take the test and that staff use to evaluate the results.

b.
Strengths and Limitations

The CIL is similar to the Tek.Xam.  The test is focused on all undergraduate students, rather than preservice teachers, but requires fewer advanced skills than the Tek.Xam.  The major weakness of the test is that it does not address technology integration and teaching with technology.

4.
Appropriateness of the Performance Assessment for a National Evaluation

As with the portfolio assessments, performance assessments better measure teacher technology proficiency than online exams because they require preservice and K-12 teachers to manipulate the applications rather than just answer questions about the software. One major advantage of a performance assessment is that it does not require preservice students to develop a portfolio, which can be burdensome and time-consuming.

Of the three instruments, only the Idaho performance assessment places a strong emphasis on technology integration.  Because it asks students to manipulate technology in the context of student learning, it can assess a wide range of skills in technology integration for teachers at different skill levels.  While the other two assessments do not focus specifically on teachers, they do provide examples of other assessments from which tasks and questions could be taken.

Partly because of its strength in assessing technology integration, however, this type of assessment is likely to be more expensive and time consuming than an online exam in a national evaluation.  Because a trained assessor must complete the evaluation, the performance assessment would require a smaller sample size than an online test would for the same amount of time and money.  In addition, as with the portfolio assessments, inter-evaluator reliability would need to be measured so that tasks reviewed by different evaluators would be scored on the same scale.

E.
INTERVIEW PROTOCOL

One teacher preparation program uses an interview protocol to assess its students’ level of technology proficiency (see Appendix D for interview protocol).  

1.
Stanford University

a.
Development and Administration

Stanford University uses individual interviews to assess the technology proficiency of incoming teacher education students.  These questions were developed based on California’s teacher certification standards and are administered to students in individual interviews the summer before they enter the teacher education graduate program.  Students are interviewed throughout the program until they have demonstrated technology proficiency in each of the areas.  The interviews last approximately 45 minutes and are administered by graduate students and/or the director of the Learning Design and Technology Center.  The questions assess the students’ technology proficiency in four main areas that address the five main competencies:

· Basic Technology Competency.  Operating computer technology includes questions and demonstrations about using basic computer systems, identifying computer systems, and troubleshooting.  For example, students are asked to demonstrate the various operations that can be performed with a particular system or to describe a case where there was a technological error and they had to develop a solution.

· Software Competency.  Educational applications includes questions and scenarios that detect the students’ awareness of various applications and their ability to pick the appropriate application, questions about judging the educational value of an application and researching unfamiliar applications.  For example, students are asked to name a software package that can help students learn their subject and then describe what it does and how it helps. 

· Basic and Advanced Integration Competency.  Teaching with Information Technology includes questions and scenarios about integrating technology into instruction.  Examples include: “Describe how often technology can be incorporated into the classroom teaching strategies you use most often.” And “You have reserved your school computer lab for several classes.  Describe how you will prepare for teaching in the lab and any special teaching strategies you think would be particularly useful in teaching in a computer lab.” 
· Ethics Competency.  Value questions includes items such as: “What do you think are the greatest contributions (and dangers) technology can potentially make to education in your subject in the long run?” and “What kinds of social and ethical issues arising from technology will students have to cope with in their role as citizens?  What can you do as a teacher to better prepare them to deal with these issues?” 

This form of assessment has been used for the past five years as part of the Stanford Teacher Education Program.  To date, the assessment has not been validated against other criteria, however, the director of the Learning Design and Technology Center states he is confident of the content validity.  The cost of administering the assessment is undetermined, but is made up of a combination of the director’s and graduate assistants’ time required to administer the test.  Instruments like the Stanford interview protocol are best suited to assess students’ technology skill level prior to entry into the program (as it is used at Stanford) because it does not address skills in great depth, yet it does provide some guidelines regarding the students’ skill level.

b.
Strengths and Limitations

Though the individual interview addresses both operation and integration skills, it does not address them at the level of a portfolio assessment, because the questions do not assess the student’s actual ability to integrate technology.  Having a student explain how to perform a task does not necessarily mean that the student is capable of performing that task.  Furthermore, as with the portfolio assessment, there is no exact answer for each question.  As such, determining the students’ level of technology proficiency is based on the evaluators’ judgment, which can vary from person to person. 

2.
Appropriateness of the Interview Protocol for National Evaluation 

The questions for this interview protocol address both the basic technology skills and technology integration skills, yet the questions are not as in-depth as some of the items from other assessments.  Training interviewers to conduct the interviews could also be quite costly and time consuming, and this would limit the sample size more than the online exam or self-assessment. As with the portfolio and performance assessments, steps would have to be taken with the interview protocol to ensure that evaluators are consistent. 

F.
SELF-ASSESSMENT

Some teacher preparation programs use a self-assessment to measure student and faculty members’ technology proficiency.  This report describes self-assessments from the following nine institutions and organizations:

· Utah/California Technology Awareness Project – UTAP Self-Assessment (see Appendix E for sample questions and feedback)

· State of North Carolina (Department of Public Instruction) – North Carolina Technological Competencies for Educators/ Basic and Advanced

· North Carolina Agricultural and Technological State University – Faculty Technology Literacy Self-Assessment

· Appalachian State University – A Suggestive Formative Rubric for North Carolina Advanced Competencies Collection:  An Instrument for Self-Assessment and Peer Review

· Columbus State University – Pre-Test and Post-Test Measures for the Transforming Teacher Education Project
· ComputerTek, Inc.

· Teaching, Learning, and Computing 

· South Central Regional Technology in Education Consortium Profiler
· Mankato Public School System – Internet Skills Rubrics

Self-assessments are administered to a variety of educators.  Of those instruments obtained, three are for preservice students only, two are for K-12 teachers only, two are for both preservice and K-12 teachers, one is for SCDE faculty, and one is for preservice teachers, K-12 teachers, and SCDE faculty (see Table 11).  The time at which the self-assessments are administered also varies, though some are conducted before and after students and faculty members undergo training to assess how their level of technology proficiency has changed over time. 

Table 11

Administrative Features of Self-Assessments

	
	Utah and California
	North Carolina
	App. State University
	SCR-TEC
	ComputerTek

	
	
	
	
	
	

	Teacher Type
	Preservice and K-12
	Preservice
	Preservice
	Both
	Preservice

	When Administered
	No specific time
	No specific time
	No specific time
	No specific time
	Prior to classes

	Previous Usage
	Information not available
	Information not available
	Information not available
	Information not available
	Information not available

	Length of Assessment
	59 questions
	14 competencies
	8 items
	40 questions
	196 questions (30-45 mins)

	Cost
	Information not available
	Information not available
	Information not available
	Information not available
	Information not available

	Reliability/Validity
	Information not available
	Information not available
	Information not available
	Information not available
	Information not available

	Instrument Obtained
	Complete assessment
	Complete assessment
	Complete assessment
	Complete assessment
	Complete assessment


	
	Teaching, Learning and Computing
	Columbus State University
	NC A&T
	Mankato Public Schools

	
	
	
	
	

	Teacher Type
	K-12 
	K-12 & preservice &SCDE faculty
	SCDE faculty
	K-12

	When Administered
	After some classroom exp.
	Pre- and post-training
	Prior to training
	Pre- and Post-training 

	Previous Usage
	Information not available
	270 students and faculty
	50 faculty
	300 teachers 

	Length of Assessment
	21 tech. questions with multiple parts
	17 pre-test and 45 post-test questions
	50 true/false questions
	13 competencies

	Cost
	Information not available
	Information not available
	No cost
	Information not available

	Reliability/Validity
	Information not available
	Currently being tested
	No tests conducted
	No tests conducted

	Instrument Obtained
	Complete assessment
	Complete assessment
	Complete assessment
	Complete assessment


Though self-assessments are generally easy to administer, there are some drawbacks to using self-reported data, including the possibility of biased results.  Furthermore, while some items in the self-assessments address technology integration, they fail to do so at a level that would produce valuable results (see Table 12).  As a result, most of the self-assessments identified in this report are appropriate for assessing students’ technology skill level prior to entry into or during the teacher preparation program.

Table 12

Self-Assessment Competencies

	
	Utah and California
	North Carolina
	App. State University
	SCR-TEC
	ComputerTek

	
	
	
	
	
	

	Basic Technology Competency
	Yes
	Yes
	Yes
	Yes
	Yes

	Software Competency
	Yes
	Yes
	Yes
	Yes
	Yes

	Ethics Competency
	Yes
	Yes
	Yes
	Yes
	Yes

	Basic Integration Competency
	Yes
	Yes
	Yes
	Yes
	Yes

	Advanced Integration Competency
	Yes
	Yes
	Yes
	Yes
	Yes


	

	Teaching, Learning and Computing
	Columbus State University
	NC A&T
	Mankato Public Schools

	
	
	
	
	

	Basic Technology Competency
	Indirectly
	Yes
	Yes
	Yes

	Software Competency
	Indirectly
	No
	Yes
	Yes

	Ethics Competency
	No
	Yes
	Yes
	No

	Basic Integration Competency
	Yes
	Indirectly
	Indirectly
	Yes

	Advanced Integration Competency
	Yes
	Indirectly
	Indirectly
	Yes


Table 13

Evaluation of Self-Assessments

	
	Utah and California
	North Carolina
	App. State University
	SCR-TEC
	ComputerTek

	
	
	
	
	
	

	Evaluation Time
	Immediate
	Immediate
	Immediate
	Immediate
	Immediate

	Evaluator Training
	No
	No
	No
	No
	No


	
	Teaching, Learning and Computing
	Columbus State University
	NC A&T
	Mankato Public Schools

	
	
	
	
	

	Evaluation Time
	Information not available
	Immediate
	Immediate
	Immediate

	Evaluator Training
	No
	Yes
	No
	No


1.
Utah/California Technology Awareness Project – UTAP Self-Assessment

a.
Content, Administration, and Evaluation

The Utah Technology Awareness Project (along with the California Technology Awareness Project) uses an extensive, online self-assessment to help preservice and K-12 teachers determine their level of technology proficiency.  The assessment can be completed at any time and contains 59 multiple-choice questions that address all five competencies:

· Basic Technology Competency.  Basic Concepts and Skills (using a mouse, printing, and graphical user interface skills, file management and operating system, and setup and basic troubleshooting); Technical Troubleshooting Skills (hardware installation, troubleshooting, and maintenance; network installation, troubleshooting, and maintenance; and software installation, troubleshooting, and maintenance); and Educational Leadership Skills (committee involvement, and colleague support/consulting skills).

· Software Competency.  Personal/Professional Productivity Skills (word processing, publishing, graphics, spreadsheet, database, and presentation skills). 

· Ethics Competency.  Communication/Information Skills (ethical use of intellectual property, colleague/community/student contact skills, query construction skills, information gathering, sorting and evaluating skills, file sharing skills, and publishing and presentation skills). 

· Basic Integration Competency.  Classroom Instruction Skills (classroom-use planning skills, classroom-use management skills, resource preparation and creation skills, student product facilitation skills, assessing student skills, classroom presentation and delivery skills, and integrating technology skills); and Educational Leadership Skills (instructional planning/collaboration skills).

· Advanced Integration Competency.  Administrative Leadership – Technology Implementation Skills (evaluating classroom technology use, planning technology implementation, and curriculum integration).

Depending on their individual needs, preservice and K-12 teachers may complete the entire questionnaire or only a selected section.  After submitting their answers, respondents immediately receive results that rate their level of awareness on each skill and provide recommendations for types of training that would improve their skills.  Teachers’ awareness level is rated as entry, emergent, fluent, or proficient.  Rubric descriptors for each level are provided for each category and subcategory.  

b.
Strengths and Limitations 

One strength of this assessment is that it is easy to administer and provides immediate results.  The results, however, do not provide respondents with as much feedback about their level of technology proficiency as the results from a portfolio assessment; however, they do provide respondents with more feedback than a true/false test or some other assessments.  

2.
State of North Carolina – North Carolina Technological Competencies for Educators/ Basic and Advanced

a.
Content, Administration, and Evaluation

North Carolina has developed self-assessment tools for preservice teachers for both the basic and advanced technology competencies (listed above).  The assessments list the skills that need to be mastered for each competency and subcompetency.  Respondents may rate their abilities on each competency using the following categories: “do not know;” “know, but need additional help;” “know and use”; and “able to teach.”  For the basic competencies, respondents enter where they acquired their skills (self-taught, K-12, other courses).  For the advanced competencies, respondents enter evidence of mastery (lesson plans, projects, products, portfolios, or other evidence) and the date of evidence.  

b.
Strengths and Limitations

This particular assessment captures several dimensions of respondents’ abilities.  Not only are respondents asked to enter their level of ability on each competency, but they are also asked to support that information by entering where they acquired their skills (basic) or by entering evidence of mastery (advanced). 

3.
North Carolina Agricultural and Technological State University – Faculty Technology Literacy Self-Assessment 

a.
Content, Administration, and Evaluation

A self-assessment is administered to NC A&T faculty members prior to training and is used to assess faculty development needs.  The assessment has been used with approximately 50 college faculty and consists of 50 true/false questions that are based on state standards focusing  on technology literacy.  After faculty members complete the assessment, their supervisor is then asked the same questions about the faculty member.  Although no reliability or validity tests have been conducted, previous results from this test have been quite useful in identifying the various technological issues that need to be addressed among faculty in teacher preparation programs.  The majority of true/false items address the basic technology competency and software skills; however, a few items touch on additional competencies.  Sample items include:

· Basic Technology Competency.  “I know how to turn my computer on.” “I check my e-mail from home.” “I know how to log into the network.” “I know how to use shared files in the server.”

· Software Competency.  “I know how to create a spreadsheet for doing calculations.” “I know how to structure a database.” “I know how to produce an electronic presentation for class.” “I know how to create a web page.”

· Ethics Competency.  “I know the copyright laws related to the Internet.”

· Basic Integration Competency.  “I use multimedia to enhance my instruction.” “I use threaded discussion with my class.”
This instrument does not address advanced integration competency. 

Minimal time and no training are required to complete the assessment.

b.
Strengths and Limitations

Though the administration of a true/false self-assessment costs little in terms of time and expense, this assessment tests only the basic skills and does not address technology integration as well as some of the other assessments (including other self-assessments).  Unlike the portfolios, proof of mastery of a competency is not required and, therefore, participants do not have to support their answers. This assessment does not allow for a range of capabilities or for differentiation between scores.  A faculty member who knows only basic skills may receive the same score as a faculty member who regularly integrates technology into his or her instruction, but clearly the latter has a higher level of technology proficiency. 

One strength of this assessment is that it produces consistent results that can be compared across programs.

4.
Appalachian State University – A Suggestive Formative Rubric for North Carolina Advanced Competencies Collection: An Instrument for Self-Assessment and Peer Review 

a.
Content, Administration, and Evaluation

The self-assessment at Appalachian State University was developed to support preservice students in strengthening their technology skills.  It is used primarily to determine their skill level and give them an idea of what skills they should acquire by the end of the program.  Based on a sample of their own work that is supported by “rationales,” students give themselves a rating of “not evident;” “evident, but not yet acceptable”; or “evident and acceptable” on five criteria.  While these criteria are not aligned exactly with the major competencies, they do address the following:

· Basic Technology Competency.  Rules--Are the products functional and realistic? Is technology applied in all strands? Are grammar and spelling correct?

· Software Competency.  Appropriateness--Are the materials appropriate in terms of content and context, language and technology, and technology application? 
· Ethics Competency.  Originality--Is fair-use evident and copyright respected?  Is there a creative and innovative application of technology?

· Basic Integration Competency.  Rationales--Do the rationales include a clear statement of context? Are competencies cited and the relationship to learning explained? Is there a statement of outcome and impact?

· Advanced Integration Competency.  Integration-- Is it appropriate to content area? Is there an appropriate use of the North Carolina Computer and Information Skills Curricula?

b.
Strengths and Limitations

This self-assessment encourages preservice students to think about the skills they need to have by the time they graduate and makes them aware of what is expected concerning their ability to integrate technology.  When used prior to admission into the program, this assessment can assist the student in developing the technology skills they need during the program.  The assessment is brief and easy to complete; yet it still requires students to think about the competencies.  As with other self-assessments, having students rate themselves on these items produces not only highly subjective results, but also presents the possibility of having biased results.

5.
Columbus State University  - Pre-Test and Post-Test Measures for the Transforming Teacher Education Project 

a.
Content, Administration, and Evaluation


Columbus State University uses multiple self-assessments for preservice teachers, K-12 teachers, and college faculty who undergo technology training.  Each assessment is delivered online and participants complete a pre-test at the beginning of the training and a similar post-test at the end to determine the improvement in their level of technology proficiency.  Both the pre- and post-tests have been completed by 270 educators.   

The pre- and post-tests ask participants to rate their level of proficiency on 17 technology-related items using the following scale:

1 = I cannot do this

2 = I can do this with assistance

3 = I can do this

4 = I can do this extremely well

5 = I can teach others to do this 

These items address the basic technology and software competencies.  Sample items include:

· Basic Technology Competency.  Using digital cameras, flatbed scanners, printers, PC headphones and microphones. 

· Software Competency.  Using computers for data analysis, for presentations, for data storage, and for word processing.

The assessment also asks participants to rate how likely they are to do some tasks, using the 

Likert scale: 

1 = Not at all likely 

2 = Not very likely

3 = Somewhat likely 

4 = Very likely 

5 = Extremely likely

Participants rate themselves on how likely they are to do tasks that relate to:

· Basic Integration Competency.  Use technology in the classroom, and use small group collaborative learning strategies. 
· Advanced Integration Competency.  Construct technology-connected lesson plans that reflect accepted academic standards, and use classroom strategies that ensure all students have equal access to computer technologies. 
The assessment does not address ethics competency.


Reliability and validity tests are currently being conducted on both assessments.  Evaluation results for both the pre- and post-tests are available immediately.

b.
Strengths and Limitations

The pre-and post-test format of the assessment allows for measuring growth of technology proficiency over a period of time.  This assessment is short and would require little time to complete and evaluate.  Some of the items touch on integration. However, a majority of the assessment focuses on basic skills and the overall training experience.  

6.
ComputerTek, Inc.

a.
Content, Administration, and Evaluation

The ComputerTek, Inc. online survey has been administered in school districts in the Virginia counties of King William, Charlotte Courthouse, and Charles City and is designed to help teachers place themselves in a series of technology courses based on their level of technology proficiency and identify areas for further training. 

Each question states a specific skill, such as pasting text in word processor, and asks the preservice or K-12 teacher whether or not he or she is able to complete this task.  The questions from the test are divided into five areas covering the major competencies: 

· Basic Technology Competency.  Computer Technology (turn on and shut off computer, format disks, copy files, create a folder, save documents, rename documents, print documents, and exit a program).
· Software Competency.  Word Processing Skills (create a new document, copy and paste text, change font, and highlight text); Spreadsheet Skills (enter data, insert and delete cells, and integrate spreadsheet into a word document); and Database Skills (enter and edit data, sort records, and produce reports in various forms).
· Ethics, Basic Integration, and Advanced Integration Competencies.  Productivity Tools (understand ethical and legal issues with software licensing and proper and effective uses of resources, and inform students of copyright laws, use software tools to keep student records, record grades, use telecommunications to locate lesson plans and access resource materials to use in lessons, use various technological hardware and software to support SOLS (Standards of Learning) and instructional objectives, and plan and implement lessons that use technology in whole class instruction).

The 196-question survey  generally takes 30 to  45 minutes to complete.

b.
Strengths and Limitations

The ComputerTek self-assessment offers the advantage of being easy to administer and evaluate and would provide results that could be compared more easily across different teachers.  There are, however, some drawbacks.  In addition to the problems with self-reported data, the limited response options (“Yes,” “No,” and “NA”) do not allow the respondent to report a wide range of skill levels.  For example, while other self-assessments allow teachers to rate their skills on a scale, the ComputerTek self-assessment allows only the “Yes” or “No” response to “Develop a plan and teach a lesson which uses Internet resources.”

7.
Teaching, Learning, and Computing: 1998

Teaching, Learning, and Computing: 1998 A National Survey of Schools and Teachers Describing Their Best Practices, Teaching Philosophies, and Uses of Technology was developed by Henry Jay Becker and Ronald Anderson in 1998.   It is a survey of K-12 teachers designed to assess a wide range of areas, from non-technology items such as teaching philosophy, classroom teaching practices, and general teaching experiences, to technology-related items, such as computer usage.

The section on computer usage relates the data from these other sections on teaching philosophies and strategies to computer usage.  The technology questions focus on frequency, type, and setting of computer usage in K-12 schools; attitudes toward computers in the classroom; and development of teaching technology skills.  The questions focus both on classes taught since the beginning of the school year and on classes taught over the past five years.  Survey respondents may select from several choices to display a range of computer use and attitudes.  

The Teaching, Learning, and Computing assessment is unlike the other self-assessments because it addresses how teachers’ pedagogy may affect their use of technology. Therefore, it may be better suited to measure inservice rather than preservice teacher technology proficiency.

a.
Strengths and Limitations

One of the strengths of this assessment is that it collects data on individual teachers’ teaching philosophies and strategies beyond technology. The advantage is that this provides a greater basis for analyzing technology as a tool for improving learning with the understanding that each teacher may use technology differently depending on his or her philosophy on teaching and learning.  For example, teachers may only use technology in practice and drill lessons not because that is the limit of their technological capabilities, but because they see that as their role as a teacher. 

One of the drawbacks to this self-assessment is that it is focused on K-12 teachers and requires some classroom experience to fully respond to many of the questions.  Preservice teachers who have only completed field experiences may be unable to fully answer some questions.

8.
South Central Regional Technology in Education Consortium

a.
Content, Administration, and Evaluation

The Profiler is available online and is supported by the South Central Regional Technology in Education Consortium (SCR-TEC) and funded by a PT3 grant.  Rather than offering one specific survey, the Profiler provides a medium through which organizations can develop and administer their own multiple-choice self-assessments.  Generally, each assessment states a specific skill and individuals rate their ability to complete this skill on a scale of 1 to 4. 

Once the self-assessment has been completed, an individual is presented with a graphical profile of his or her strengths and weaknesses.  From this, individuals can identify experts in their areas of weakness to help them improve their skills.

b.
Strengths and Limitations

The Profiler allows respondents to self-report a wide range of skill levels in different technology competencies.  In addition, the time required for the administration and evaluation of the exam is minimal.  As with the other self-assessments, the Profiler’s major weakness is that the data are self-reported.

9.
Mankato Public School System – Internet Skills Rubrics 

a.
Content, Administration, and Evaluation

The assessment instrument used at Mankato Public Schools in Minnesota is designed to be used by K-12 teachers as well as principals and other K-12 school staff.  The assessment is administered to participants both before and after training sessions and has been used with 300 teachers.  Other school districts have adopted sections of the survey.  The survey asks teachers to rate their skills with and attitudes toward a series of 13 technology competencies that address the following competencies:

· Basic Technology Competency.  Including word processing, e-mail, and Internet research technologies.
· Software Competency.  Including database, spreadsheet, presentation software, graphics, multimedia, assessment and instructional software, and finance and ordering software.

· Basic Integration Competency.  Including teacher utilities and technology integration.
This assessment does not address ethics or advanced integration competencies. 

Teachers assess these competencies on a scale of 1-5 in four categories: the technology’s availability at their elementary or secondary school; their own proficiency with the technology; their feelings that technology is important in teaching; and the frequency with which they use the technology.  There have been no tests conducted for reliability or validity.  Participants receive results immediately and no training is necessary to evaluate their performance. 

b.
Strengths and Limitations

Unlike several of the other assessment instruments, this survey combines both proficiency and attitudes about technology into one survey.  This combination paints a broader picture about technology use in the K-12 curriculum and provides more data on attitudes toward the educational use of different technologies.

The main drawback, other than those associated with all self-assessments, is the limited time devoted to the technology integration competency.

10.
Appropriateness of the Self-Assessment for National Evaluation


The ease of administration and short amount of time required to complete a self-assessment are characteristics that would be appropriate for use in a national evaluation.  Both factors would allow for a larger sample size than would other assessments, which could improve the quality of the overall study.  

Though these factors of a self-assessment are appropriate for a national evaluation, there are some drawbacks.  First, the results produced from the self-assessment cannot provide as thorough a description as other assessment types of the level of technology proficiency of preservice teachers across the nation.  Furthermore, while the more advanced skills are often addressed in self-assessments, the overall focus is typically on the more basic skills, which is not the central issue for this PT3 program evaluation.  

Of those self-assessments reviewed, the Utah/California Technology Awareness Project instrument appears to be the most comprehensive and easiest to use.  The assessment not only addresses a variety of skills including integration, but also provides respondents with immediate feedback detailing their skill level and suggesting activities and training to improve their proficiency.

G.  CONCLUSION


The three strongest types of assessments for the national evaluation are the online exam, the portfolio assessment, and the performance assessment.   The online exam is easier and less costly to administer and evaluate because the entire process can be completed electronically.  This makes the exam ideal for a national evaluation with a large sample size.  The online exam, however, is severely limited in its ability to assess the depth of preservice and K-12 teacher technology proficiency, particularly for more complex concepts such as technology integration in the K-12 curriculum.  


While portfolio and performance assessments are not always more in-depth than online or self-assessments, the portfolio and performance assessments reviewed in this report are better than the other types of assessments at capturing technology proficiency and the ability to teach with technology.   These two instrument types, however, are more complex and time-consuming to administer.  Because it does not require that preservice teachers assemble a portfolio, the performance assessment is less burdensome than a portfolio assessment and more informative than an online exam.  


Because of these factors, one option for a national evaluation is to implement a two-tier evaluation strategy to take advantage of each instrument’s strength.  In this system, the online exam would be used to evaluate a larger sample of preservice teachers to get a broad overview of teacher technology knowledge and proficiency.  Then, to develop a more in-depth view of preservice teachers’ ability to integrate technology into the curriculum, a smaller sample would be selected from this larger sample and evaluated through the portfolio or performance assessment.  These design issues are discussed in greater detail below.


Of the instruments reviewed in this report, the most appropriate assessments for the two-tier system include the Idaho and Teacher Universe online exams, the University of North Carolina A&T and Idaho portfolio assessments, and the Idaho performance assessment.


The online exam and portfolio and performance assessments are particularly useful in evaluating preservice teachers before they begin teaching in a K-12 classroom.  Once they begin teaching, however, the demonstration and observation assessment is more appropriate as an evaluation instrument than are online exams or portfolio and performance assessments. 

III.  THE CEO FORUM STAR CHART


The School Technology and Readiness (STaR) Chart was developed by the CEO Forum on Education and Technology to provide a guide for SCDEs to assess how effectively they integrate technology and planning for technology resources (see Appendix F).  Rather than focusing specifically on individual teacher technology proficiency, the STaR Chart outlines the basis for a general assessment of SCDEs on factors at both the university and SCDE levels.  

The STaR Chart provides a total of 19 competencies at the SCDE and university levels for self-assessment under which SCDEs place themselves at one of four levels. From least to most technologically developed, the levels are early tech, developing tech, advanced tech, and target tech.  At the SCDE level, the STaR Chart provides 14 competencies related to SCDE leadership, SCDE infrastructure, SCDE curriculum, faculty and student competency with technology, and alumni connections. At the university level, the rubric identifies five competencies in campus leadership and campus infrastructure.

a.
Strengths and Limitations 

The strength of the STaR Chart is that is examines a host of factors, including those at the university level, that are important to improving preservice teacher technology proficiency.  Many of the 19 competencies in the STaR Chart match the indicators developed by ED for PT3.

The drawback is that STaR Chart is a flexible tool designed to serve as “a guide, rather than a definitive measure” in assessing technology integration and planning for technology resources at the SCDEs.  As a result, one of its weaknesses (for use as a measurement) is that important terminology is left undefined or vague.  For example, SCDEs are asked to rank their preservice teachers’ understanding and use of technology to maximize students’ learning.  To do so, SCDEs must identify the percentage of students able to “use technology well in lessons and products” or to “enter [the] classroom ready to teach with technology.”  There is, however, little discussion about the exact meaning and measurement of these skills.  As a result, SCDEs at similar levels of technology integration may interpret these phrases differently and assess themselves at different levels.

B.
Appropriateness of the STaR Chart for a National Evaluation

The STaR Chart provides a framework to evaluate preservice teacher preparation programs as a whole.  Because the STaR chart is designed to serve as a guide, however, it uses language that makes comparisons across different institutions difficult.  As a result, without more detailed definitions of some of the critical terms for self-assessment, the STaR Chart is not appropriate to use for a national evaluation.

IV.  DESIGN ISSUES

A.
INTRODUCTION


The U.S. Department of Education (ED) is interested in a longitudinal study measuring the ability of graduates of PT3-supported teacher education programs to effectively integrate technology into their instructional practices as classroom teachers.  A central research question motivating the evaluation is whether preservice students who graduate from PT3-supported teacher education programs are better able to integrate technology into their teaching than are graduates from non-PT3-supported teacher education programs.  ED may also be interested in estimating statistics to describe characteristics of all preservice students at teacher preparation programs.  This chapter considers design issues relevant to a study that would respond to those information needs.

The chapter begins by discussing in general terms design approaches that allow for the collection of information needed to address those areas of interest.  Then it presents two strategies for forming a comparison group of preservice students: 1) matching students at non-PT3-supported programs to randomly sampled students at PT3-supported programs, and                 2) randomly sampling students at non-PT3-supported programs and matching those students to randomly sampled students at PT3-supported programs.  The “matching” strategy is described in detail in the next section.  Next, the report explores issues related to sample frames (including eligibility of study participants) and precision of survey estimates (including sample size).  The chapter ends by examining a smaller, more qualitative data collection component that may be useful for supplementing the information obtained through the large-scale effort reviewed here.

B.
DESIGN APPROACHES

To compute the impact of the PT3 program on preservice students, two quantities are necessary for each outcome.  The first quantity required is an estimate of what preservice students achieved, given that they were in a PT3-supported program.  The second quantity required is an estimate of what they would have achieved if they had participated in a non-PT3-supported program.  The second quantity is the “counterfactual.”  The difference between those two estimates shows the PT3 program’s impact on each preservice student.

The first quantity is more easily measured, since PT3 preservice students’ abilities can be assessed through a variety of means. (Measurement challenges are discussed in the previous chapter, as part of the review of instruments for assessing integration of technology into teaching.)  The counterfactual is more difficult to measure, because it cannot be observed from preservice students in PT3-supported programs.  Instead, it requires observation of similar students in non-PT3-supported programs.

The most powerful design approach to assess the impact of PT3-supported programs—an experimental design—would create similar groups of preservice students in PT3-supported programs and in non-PT3-supported programs by randomly assigning preservice students to a treatment group (at PT3-supported programs) and a control group (at non-PT3-supported programs).  That is not a realistic strategy, because such a study could not determine the teacher preparation programs at which preservice students would matriculate.

An alternative to an experimental design with a control group is a design with a comparison group—in this case, a group of preservice students in non-PT3-supported programs who are similar to preservice students at PT3-supported programs.  A comparison design would offer the most potential (after an experimental design) for correctly measuring the impacts of the PT3 program on preservice students.  A comparison group is expected to approximate the true counterfactual.

C.
COMPARISON GROUPS

Two strategies for forming comparison groups are commonly used for program evaluation and may be feasible for the PT3 evaluation.

· Matching preservice students.  Do a one-to-one match of preservice students at non-PT3-supported programs to preservice students at PT3-supported programs.

· Randomly sampling preservice students.  Select a random sample of preservice students from both non-PT3-supported programs and PT3-supported programs (stratifying each sample along the same variables).

A third option, combining those two strategies, is also possible:

· Blended design.  From non-PT3-supported programs, select a random sample of preservice students that is large enough to allow for matching of those students to preservice students at PT3-supported programs.  (The sample of students from non-PT3-supported programs in this design would be several times larger than the sample in the second design.)  Then, for each sampled preservice student at PT3-supported programs, find a matching preservice student in the sample drawn from non-PT3 programs.

The decision as to which strategy is more appropriate depends on the goals of the study and available resources. 


The first strategy, matching preservice students, would be appropriate when the primary goal of the study is to determine the impact of the PT3 program—that is, how outcomes for the treatment group (preservice students in PT3-supported programs) compare to outcomes for the comparison group (preservice students in non-PT3-supported programs).  By matching students along key variables associated with the outcomes of interest, this strategy can provide analytic power to detect an effect of the PT3-supported programs.  In fact, it allows smaller differences to be detected than randomly sampling two independent samples would allow.  The strategy requires that information needed for matching be available at the design stage.


The second strategy, randomly sampling preservice students at non-PT3 programs, would be appropriate if the study goal is to estimate descriptive statistics of non-PT3 students.  By randomly sampling non-PT3 students, this strategy allows for unbiased estimates of the preservice students at non-PT3-supported programs.  It also allows the evaluation to estimate statistics describing all preservice students at teacher preparation programs.  The differences that can be detected between participating and nonparticipating students, however, are not as small as those the first strategy can detect.

The third strategy, the blended design combining the first two strategies, would be appropriate if both goals are important.  This design is also useful if necessary information to match participating and nonparticipating preservice students is not available at the design stage. First, a sample of preservice students at PT3-supported programs would be selected.  Second, a sample of preservice students at non-PT3-supported programs would be selected.  The sample of preservice students from non-PT3-supported programs would be four to five times larger than the sample from PT3-supported programs.  Third, from within the sample of non-PT3 students, a match would be found for each preservice student in the PT3 sample (using student data from school records).  Fourth, students from both samples would be assessed.  Data from the full non-PT3 sample would be used to estimate descriptive statistics, and data from the matched sample would be used to measure program impacts. 

D.
MATCHING


Matching a student in the comparison group to each student in the treatment group provides the basis for determining if differences in results are due to the treatment.  If the differences between the treatment and comparison groups can be controlled, then variations observed in the results can be attributed to the treatment.  Therefore, it is critical that preservice students at PT3-supported programs (who will be referred to as “participants”) and preservice students at non-PT3-supported programs (who will be referred to as “nonparticipants”) be as similar as possible, for the comparisons to be credible.

In the second design (randomly sampling preservice students), “matching” would occur through the stratification of both samples (preservice students at PT3-supported programs and non-PT3 supported programs) along the same variables.  In the first design (matching preservices students) and the third design (the blended design), the matching process would occur in two stages: first, non-PT3-supported programs will be matched to PT3-supported programs; then students in the non-PT3-supported programs will be matched to students in PT3-supported programs.  The basic steps in constructing a matched comparison group are as follows (a key difference between the first and third designs is noted in Step 6.).

1.
Select a nationally representative sample of eligible PT3-supported teacher preparation programs.  To ensure a representative sample, the sampling frame will be stratified by key variables, such as type of institution (public or private) and size of teacher preparation program (student enrollment, number of full-time and part-time faculty).  The PT3 database could be used to obtain the universe of PT3-supported teacher preparation programs.

2.
Select a match for each sampled teacher preparation program from the universe of non-PT3-supported programs.  Relevant variables for matching may include type of institution, size of teacher preparation program, levels (elementary or secondary) and areas (for example, mathematics, English) of study offered, high school grade point average (GPA) and/or SAT scores of incoming students, racial/ethnic composition of the student body, and sex composition of the student body.  The Integrated Postsecondary Education Data System (IPEDS) database contains some of those variables.  Other variables can be drawn from additional sources.



When matching at the institution level, comparisons should be made by examining trends, rather than levels at one point in time.  For example, two institutions may have similar averages for incoming students’ SAT scores in a given academic year.  At one institution, though, the annual average may have been declining, while at the other it may have been increasing.  These institutions, then, are not comparable in terms of this variable and would not be appropriate matches for each other.



It may be useful to determine program matches through a two-step process.  The first step would require exact matches on a few key variables (for example, the variables used for stratifying the sample) and would result in a set of non-PT3-supported programs matched to each PT3-supported program.  From within that set of non-PT3-supported programs, an individual program would be found that had a propensity score that most closely matched the propensity score of each PT3-supported program.  (A propensity score estimates the probability of each teacher preparation program in the sample participating in the PT3 program; it is calculated using a statistical model.  The propensity score provides a summary measure using participation as a dependent variable and teacher preparation program characteristics as independent variables.)

3.
Select a sample of eligible preservice students from each selected PT3-supported teacher preparation programs.  Within selected teacher preparation programs, we would select a sample of students with probability proportional to size of the teacher preparation programs (if teacher preparation programs are small, the universe of eligible students at those programs may be selected).
4.
Collect baseline data on the preservice students in the sampled PT3-supported programs and in the matched programs.  Relevant background data to collect for matching individual students may include the student’s sex, race/ethnicity, age, GPA, SAT score, level of focus (elementary or secondary), and area of focus (e.g., mathematics, English). 

5.
Estimate the probability of being a sampled participant using a statistical model to calculate a propensity score.  For preservice students, a propensity score will measure the probability of each student in the sample participating in a PT3-supported program.  The propensity score will provide a summary measure using participation as a dependent variable and student background characteristics (from the baseline data collection) as independent variables.

6.
Match preservice participants to similar students at non-PT3-supported teacher preparation programs.  Compare participants and nonparticipants within matched PT3 and non-PT3 programs to match a nonparticipant to each participant.  Construct matches using the propensity scores calculated in Step 5. 



In the matching preservice students design, the matches will be made from the universe of eligible students at the matched non-PT3-supported programs.  Only matched students will be retained in the study.  In the blended design, the matches will be made from a random sample of preservice students at non-PT3-supported programs.  All sampled students will be retained in the study.  Data from sampled students will be used for estimating descriptive characteristics; data from matched students will be used for assessing program impacts.



In a small percentage of the cases, a match with a similar propensity score may not be found, and it will not be possible to know how those participants would have fared in the absence of the PT3-supported program. Those instances will need to be excluded from the comparison with nonparticipants.  For external validity purposes, however, it will be important to include them in the study, in order to clearly describe those participants without matches (that is, this information is needed to determine the extent to which results from the sample can be generalized to the universe of students in PT3-supported programs).



Beginning with a list of nonparticipants several times the size of the sampled participants will facilitate finding appropriate matches.  A starting list with four to five times as many nonparticipants as there are sampled participants is recommended, if the size of non-PT3-supported teacher preparation programs allows for it.

E.
SAMPLE FRAME

1.
Teacher Preparation Programs 

To create the sample frames from which participants and nonparticipants will be selected, a list of teacher preparation programs will need to be developed.  The IPEDS database is a useful source for obtaining an initial list.  The 1996-1997 IPEDS database listed 1,716 institutions with education programs.  Excluding the 371 two-year education programs that award associate degrees leaves 1,345 institutions that award bachelor’s degrees in education.  The institutions that are part of 1999-2000 PT3 consortia (and any additional institutions that are part of 2000-2001 consortia) will also be extracted from the IPEDS list of teacher preparation programs to form the frame for non-PT3-supported programs.

The list of institutions participating in the PT3 program will be obtained from the PT3 database.  It will be used, in addition, to develop the frame of participating teacher preparation programs.  The PT3 database includes three types of grantees: Capacity Building, Implementation, and Catalyst.

· Capacity Building grantees lay the initial groundwork for a teacher preparation strategy.  Capacity Building grantees received one-year grants, and their grants will be completed by the end of September 2000.  

· Implementation grantees engage in systemic teacher preparation reform by implementing or significantly expanding a program to improve the technology proficiency of teachers.  Implementation grantees receive three-year grants.

· Catalyst grantees stimulate large-scale innovative improvements for preparing technology-proficient teachers.  Catalyst grantees receive three-year grants.


For this study, ED may want to consider limiting selection of PT3-supported programs to the Implementation grantees.  Capacity Building grant activities for the current year primarily involved planning, and those grants will not be in operation next year.  Implementation and Catalyst grantees, on the other hand, will be in the second year of their grants.  Of those two types, Implementation grantees are more likely to be engaging in PT3 activities that are designed to directly impact their teacher preparation programs (as opposed to serving more broadly as a catalyst for other teacher preparation programs).  If ED agrees that the focus should be on IHEs in Implementation consortia, the teacher preparation programs at Capacity Building and Catalyst consortia would be excluded from the list.  Those programs would be considered “ineligible” participants and would not be part of either sampling frame.

In the 1999-2000 fiscal year, Implementation grantees accounted for 64 of the 225 grants, or 28 percent.  Because more than one institution of higher education (IHE) could participate in a consortium, 172 teacher preparation programs were partners in the 64 Implementation grants.  One option would be to define the PT3 universe as those 172 teacher preparation programs that received 1999-2000 awards.  Another option would be to also include the teacher preparation programs in Implementation consortia that will receive 2000-2001 PT3 awards.  (A similar number of Implementation awards are expected for 2000-2001, and it is anticipated that the new Implementation grantees will include about the same number of IHEs as do 1999-2000 Implementation grantees.)

Although drawing from both 1999-2000 and 2000-2001 grantees will allow for a larger sampling frame, it is possible that study results from the two groups may differ: that is, the extent to which the PT3 grant may have had an impact on preservice students whose programs are in the first year of the grant may differ from the extent to which the grant may have had an impact on students whose programs are in the second year of the PT3 grant.  If grantees from both years are included, it will be necessary to compare the results from the two groups to determine whether it would be appropriate to combine them.  (If results differ and it is not possible to combine the data from the two groups, it may still be useful to know that the groups differ.)

2.
Preservice Students

To create the frames for the participating and nonparticipating students, lists of preservice students at the sampled PT3-supported programs and at the matched non-PT3-supported programs will need to be obtained.  ED may want to limit student participants at PT3-supported programs to those in their final year of the undergraduate teacher preparation programs.  Although master’s students, similar to bachelor’s students, are likely to benefit from grant-supported changes in the teacher preparation program, they are more likely to have K-12 teaching experience.  If the purpose of the study is to assess the impact of the teacher preparation program on preservice students, it may help to define eligible participants as undergraduate students.  Selecting only graduating bachelor’s students has the added advantage of creating a sample of students with similar (undergraduate) program experiences.

F.
SAMPLE PRECISION

The appropriate number of teacher preparation programs to sample and the appropriate number of students to draw from each depend on the analytic goals of the study.  If the analytic goal is only to compare participants and nonparticipants, then it would be possible to select an equal number of PT3-supported programs and non-PT3-supported programs.  If, in addition to measuring impact, an analytic goal is to estimate characteristics of preservice teachers from non-PT3-supported programs (as well as from PT3-supported programs), then randomly sampling from non-PT3-supported programs is necessary.  To still meet the goal of determining PT3 program impact, the sample must be large enough to allow a subset of the non-PT3 students to be matched with the sample of PT3 students (as mentioned previously, starting with four to five times the size of the participant sample is recommended for finding matches).  If both of the analytic goals are important, specification of appropriate sample sizes should consider both the precision of estimates and the detectable difference in percentage points.

If the students within a teacher preparation program are very similar on the measure of interest, then—given a fixed sample size—more precise estimates will be achieved by selecting a larger number of programs.  Selecting a larger number of programs will lead to greater costs for collecting the student records, particularly at the non-PT3-supported programs, which might be sampled at a ratio of four or five to one participating institution.  Advantages are gained by stratifying the programs and by selecting the programs within strata with probability proportional to size.  To control the representativeness of the sample and to increase precision of estimates, we would stratify the sampling frame by key variables, such as the type of institution of higher education (public or private) and size of the teacher preparation program.  Because the size of the programs varies widely,
 selecting programs with equal probability does not allow the potential variability in sample size to be controlled.  Moreover, if programs are selected with equal probabilities, then students from large programs will have smaller probabilities of selection than would students in small programs.  Rather than weighting the sample proportionately to the total number of students in the program, selecting students proportional to the size of the first-stage sampling unit is recommended.

1. 
Minimum Detectable Differences

Below are two tables that present statistics helpful for determining the appropriate sample size.  The first table, Table 14, shows minimum detectable differences for many different sample designs.  The minimum size that can be detected depends on the number of teacher preparation programs selected, the number of students selected from within each teacher preparation program, the similarity of students within teacher preparation programs (that is, the correlation within a program or “intracluster correlation”), and the criteria used in statistical tests.
  The table is based on several assumptions:

· The table assumes that the measure of interest is a proportion and that the proportion equals 50 percent (the most conservative estimate).  If there is a difference in outcomes for the two population groups, then that difference must be greater than the number listed in the “Percentage Point” columns for the study to detect the effect.  That is, we would reject the (“null”) hypothesis that the proportions in the participant and non-participant groups are equal. 

· The table assumes that the two comparison groups are independent samples.  The assumption of independence will not hold for a matched comparison study.  Estimating the minimum detectable differences for a matched comparison study requires an estimate of how much the treatment and comparison groups will covary (that is, how correlated the treatment and comparison groups are).  Including a covariance term in the calculation of minimum detectable differences for a matched treatment and comparison study will likely allow the detection of differences that are smaller than those differences listed in the table.  

· Table 14 assumes a probability of rejecting the hypothesis when it is true of 0.80 and a probability of rejecting the hypothesis of no impact (the “null” hypothesis) by chance alone of 0.10 for a two-tailed test.  Given that the correlation among students within teacher preparation program is unknown, the table assumes two different levels of correlation among students at the same teacher preparation program, for purposes of illustration.  

The figures in Table 14 provide a guideline for determining an appropriate sample size, though other assumptions and design considerations should be used to determine the final sample size.  Take, for instance, a sample of 1,600 students, drawn by selecting 100 teacher preparation programs and 16 preservice students from each program.  If the correlation among students within a program is 0.01, the minimal detectable difference would be 4.7 percentage points; if the correlation increases to 0.05, the minimal detectable difference would rise to 5.8 percentage points, implying a less powerful study for the same sample size.  If the overall sample size stays at 1,600, but the number of programs sampled increases to 200 and the number of students drawn from each program falls to 8, a smaller minimal detectable difference—4.5 percentage points (at a 0.01 correlation)—would be possible.

TABLE 14

MINIMUM DETECTABLE DIFFERENCES FOR ALTERNATIVE SAMPLE SIZES, USING COMPARISON GROUPS 
	Sample Size
	Minimum Detectable Differences

	Total
	Teacher Preparation Programs
	Students within Programs
	With a 0.01Correlation
	With a 0.05 Correlation

	
	
	
	Percentage Points
	Percentage Points

	210
	30
	7
	12.6
	14.0

	510
	
	17
	8.4
	10.4

	810
	
	27
	6.9
	9.3

	990
	
	33
	6.4
	8.9

	1200
	
	40
	6.0
	8.7

	1620
	
	54
	5.4
	8.3

	200
	50
	4
	12.5
	13.1

	500
	
	10
	8.2
	9.4

	800
	
	16
	6.6
	8.2

	1000
	
	20
	6.0
	7.7

	1200
	
	24
	5.6
	7.4

	1600
	
	32
	5.0
	7.0

	225
	75
	3
	12.4
	12.9

	525
	
	7
	8.0
	8.9

	825
	
	11
	6.5
	7.6

	1050
	
	14
	5.9
	7.1

	1200
	
	16
	5.4
	6.7

	1650
	
	22
	4.7
	6.2

	200
	100
	 2
	12.3
	12.6

	500
	
	5
	8.0
	8.5

	800
	
	8
	6.4
	7.2

	1000
	
	10
	5.8
	6.7

	1200
	
	12
	5.3
	6.3

	1600
	
	16
	4.7
	5.8

	200
	200
	1
	12.3
	12.3

	600
	
	3
	7.9
	8.2

	800
	
	4
	6.3
	6.6

	1000
	
	5
	5.6
	6.1

	1200
	
	6
	5.2
	5.6

	1600
	
	8
	4.5
	5.1


2.   Precision of Estimates of Descriptive Characteristics

The second table, Table 15, provides the half-length of 95 percent confidence intervals for several sample sizes and is useful when determining the size needed to estimate particular characteristics of certain domains.  The half-length of the confidence interval indicates the precision of an estimate, taking into account sampling error.  Using the most conservative estimate of 50 percent of a sample responding affirmatively to a binary item and a design effect of 2.0, a 95-percent confidence interval would range from 46.5 percent to 53.5 percent for a sample of 1,600 preservice students (50 percent ( 3.5 percentage points), and from 47.5 percent to 52.5 percent for a sample of 3,200 preservice students (50 percent ( 2.5 percentage points).
  

Assuming design effects of 1.0, 2.0, and 2.5, Table 15 shows half-length confidence intervals for different sample sizes and different percentage estimates for a binary statistic.  The design effect (DEFF) for a survey estimate is defined as the ratio of the variance under the actual design divided by the variance that would have been achieved from a simple random sample of the same size.  The design effect represents the cumulative effect of design components such as stratification, unequal weighting, and clustering, and it varies with each design, domain of interest, and variable of interest.  The higher the design effect above 1.0, the greater the variance.

Take, for instance, survey estimates formed from about 1,600 sampled preservice teachers selected from 100 IHEs.  If we estimate a low intracluster correlation (the similarity of students within teacher preparation programs) of 0.01, we would estimate a design effect of 1.15; if we estimate a high intracluster correlation of 0.05, we would estimate a design effect of 1.75.  The increased variance (indicated by design effects larger than 1.0) is a result of the tendency of preservice teachers from the same teacher preparation program to have somewhat similar responses (ranging, in this example, from a 0.01 correlation to a 0.05 correlation).  Actual design effects may be higher or lower than those examples.

Table 15


Half-Length Confidence Interval for Various Sample Sizes, Given Design Effects of 1.0, 2.0, and 2.5

	
	
	Domain Sample Size

	DEFF
	Percentage P
	100
	200
	400
	500
	800
	1000
	1200
	1600
	2400
	3200
	6400

	1.00
	5 
	4.27 
	3.02 
	2.14 
	1.91 
	1.51 
	1.35 
	1.23 
	1.07 
	0.87
	0.76 
	0.53 

	
	10 
	5.88 
	4.16 
	2.94 
	2.63 
	2.08 
	1.86 
	1.70 
	1.47
	1.20 
	1.04 
	0.74 

	
	15 
	7.00 
	4.95 
	3.50 
	3.13 
	2.47 
	2.21 
	2.02 
	1.75 
	1.43 
	1.24 
	0.87 

	
	20 
	7.84 
	5.54 
	3.92 
	3.51 
	2.77 
	2.48 
	2.26 
	1.96
	1.60 
	1.39 
	0.98 

	
	25 
	8.49 
	6.00 
	4.24 
	3.80 
	3.00 
	2.68 
	2.45 
	2.12 
	1.73 
	1.50 
	1.06 

	
	30 
	8.98 
	6.35 
	4.49 
	4.02 
	3.18 
	2.84 
	2.59 
	2.25 
	1.83 
	1.59 
	1.12 

	
	40 
	9.60 
	6.79 
	4.80 
	4.29 
	3.39 
	3.04 
	2.77 
	2.40 
	1.96
	1.70 
	1.20 

	
	50 
	9.80 
	6.93 
	4.90 
	4.38 
	3.46 
	3.10 
	2.83 
	2.45 
	2.00 
	1.73 
	1.23 

	2.00
	5 
	6.04 
	4.27 
	3.02 
	2.70 
	2.14 
	1.91 
	1.74 
	1.51 
	1.23 
	1.07 
	0.76 

	
	10 
	8.32 
	5.88 
	4.16 
	3.72 
	2.94 
	2.63 
	2.40 
	2.08 
	1.70 
	1.47 
	1.04 

	
	15 
	9.90 
	7.00 
	4.95 
	4.43 
	3.50 
	3.13 
	2.86 
	2.47 
	2.02 
	1.75 
	1.24 

	
	20 
	11.09 
	7.84 
	5.54 
	4.96 
	3.92 
	3.51 
	3.20 
	2.77 
	2.26 
	1.96 
	1.39 

	
	25 
	12.00 
	8.49 
	6.00 
	5.37 
	4.24 
	3.80 
	3.46 
	3.00 
	2.45 
	2.12 
	1.50 

	
	30 
	12.70 
	8.98 
	6.35 
	5.68 
	4.49 
	4.02 
	3.67 
	3.18 
	2.59 
	2.25 
	1.59 

	
	40 
	13.58 
	9.60 
	6.79 
	6.07 
	4.80 
	4.29 
	3.92 
	3.39 
	2.77 
	2.40 
	1.70 

	
	50 
	13.86 
	9.80 
	6.93 
	6.20 
	4.90 
	4.38 
	4.00 
	3.46 
	2.83 
	2.45 
	1.73 

	2.50
	5 
	6.75 
	4.78 
	3.38 
	3.02 
	2.39 
	2.14 
	1.95 
	1.69 
	1.38 
	1.19 
	0.84 

	
	10 
	9.30 
	6.57 
	4.65 
	4.16 
	3.29 
	2.94 
	2.68 
	2.32 
	1.90 
	1.64 
	1.16 

	
	15 
	11.07 
	7.82 
	5.53 
	4.95 
	3.91 
	3.50 
	3.19 
	2.77 
	2.26 
	1.96 
	1.38 

	
	20 
	12.40 
	8.77 
	6.20 
	5.54 
	4.38 
	3.92 
	3.58 
	3.10 
	2.53 
	2.19 
	1.55 

	
	25 
	13.42 
	9.49 
	6.71 
	6.00 
	4.74 
	4.24 
	3.87 
	3.35 
	2.74 
	2.37 
	1.68 

	
	30 
	14.20 
	10.04 
	7.10 
	6.35 
	5.02 
	4.49 
	4.10 
	3.55 
	2.90 
	2.51 
	1.78 

	
	40 
	15.18 
	10.74 
	7.59 
	6.79 
	5.37 
	4.80 
	4.38 
	3.80 
	3.10 
	2.68 
	1.90 

	
	50 
	15.50 
	10.96 
	7.75 
	6.93 
	5.48 
	4.90 
	4.47 
	3.87 
	3.16 
	2.74 
	1.94 


3.
Additional Issues

There are other design issues to be considered in developing a plan to assess the impact of the PT3 program, as they affect the sample size.  Resolution of these issues depends on ED’s goals for the study.

Sample Attrition.  There are three points in time when information will be collected:         (1) before the preservice student teacher graduates, (2) after one year of teaching, and (3) after three years of teaching.  At the first wave of the study, the sample consists of preservice students currently in the last year of an undergraduate teacher preparation program.  The second and third waves of data collection will collect information from units of the original sample only if they continue to teach.  Approximately 14.4 percent of teachers leave the profession after less than one year, and an additional 8.9 percent leave after one to three years.
,
  If a participant (or nonparticipant) leaves the profession, both the participant and the matching nonparticipant will continue to be followed in the study, in case the participant (or nonparticipant) returns to teaching.  If a participant leaves teaching and does not return during the time frame of the study, both the participant and the matching nonparticipant will be excluded from the comparison.  Initial sample size considerations should reflect these anticipated losses over time.

The initial sample size should also take into consideration nonresponse at each wave of data collection.  We estimate that the response rate for each of the three waves will be 85 percent.  If, however, each of the three waves of data collection attains an 85 percent response rate, the final response rate will only be 61 percent.  Therefore, the initial sample size should be inflated by a factor of 1.63 (1/0.853) to assure a sufficient sample size.
Sample Refreshing.  One of the secondary goals of the study may be to determine whether later cohorts of teachers at PT3-supported programs integrate technology in different ways or to different extents (that is, will outcomes be different for students in a program’s first grant year than for students in a program’s third grant year, as grant activities may be implemented more fully by the third year and may have improved over time).  Analyses would measure whether, as teacher preparation programs advance in their grant, preservice teachers become better able to integrate technology into teaching.  This goal may be met by refreshing the sample with new graduating preservice students.
  Thus, at the time of wave two data collection, an additional sample of student teachers would be drawn from the same teacher preparation programs.

Linking Outcome Measures to Particular Teacher Preparation Programs.  ED is interested in linking the outcome measures to particular teacher preparation programs to evaluate the quality of individual PT3-supported programs.  To compare teacher preparation programs, the number of students sampled from each program must be large enough to support separate estimation.  Because we are sampling from a finite population, the ratio of the sample size to the population size (the finite population factor) could be used in calculations.  If the finite population factor is not taken into consideration, then the average teacher preparation program would not be large enough to compare with another.
  If the finite population factor is used and the sampling rates within program are moderately high, then most teacher preparation programs will be large enough to compare with another.

Because we would be comparing the impact at one program to the impact at another, only very large differences in impacts are likely to be found.  Moreover, the comparison would only hold for those particular institutions.  If one teacher preparation program had significantly greater impacts than other teacher preparation programs, it would not be possible to prescribe that version of the program for others, because the unique nature of the program interacts with any impact of the PT3 activities.

G.
RECOMMENDATIONS

There are two design recommendations, one for the matched design and the other for the blended design:  

1. Matched design.  To determine the impact of the PT3 program, we propose a sample of 200 teacher preparation programs (a sample of 100 PT3-supported programs, matched with 100 non-PT3-suppported programs) and 3,200 preservice students (a sample of 16 preservice students within each PT3-supported program—1,600 treatment students, matched by 16 preservice students within each non-PT3-supported program—1,600 comparison students). 

2. Blended design. To determine the impact of the PT3 program and to estimate descriptive statistics of the non-PT3-supported programs, we recommend sampling 300 teacher preparation programs (100 PT3-supported programs and 200 non-PT3-supported programs) and 8,000 preservice students.  Within each PT3-supported program, 16 preservice students would be sampled—for a total of 1,600 treatment students.  Within each non-PT3-supported program, 32 preservice students will be sampled—for a total of 6,400 comparison students.  Of those students, 16 from each program (1,600 students) will be matched to the 16 from each PT3-supported program.  Data would be collected from all 6,400 nonparticipants, and the sample should be large enough to find a nonparticipant match for every participant.
  This blended design offers the same minimum detectable difference as that offered by the matched design, and it also allows us to estimate characteristics of the nonparticipants. 

The two designs take into consideration the perceived analytic goals of the study.  They will allow for the detection of small effect sizes and for the estimation with sufficient precision of descriptive characteristics of their respective populations (for the matched preservice students design, PT3 participants, and for the blended design, participants and nonparticipants).  Another goal may be to provide separate estimates for important domains.  The number of institutions within those domains of interest should be large enough to allow for separate estimations, and the selection of sample should reflect the distribution of institutions along domain characteristics.  For example, we assumed that the type of institution was an important analytic domain and have recommended sample sizes that allow for separate estimates from public and private institutions. 

The particular sample design and the allocation of the sample to institutions should also take into consideration the population variance, the intracluster or within-institution correlation, and the costs of selecting more institutions versus the costs of selecting more preservice students within an institution.  An allocation method such as a Neyman allocation could be used to optimize the sample to balance sampling errors and survey costs.  An evaluation of previous studies of this population will provide the necessary factors for the calculation of an optimal allocation.

H.
SUPPLEMENTAL DATA COLLECTION

The instrument used to assess a nationally representative sample of preservice students with respect to integration of technology into teaching should be appropriate for administering to a large-scale sample and should be designed to facilitate evaluating the results from a large-scale sample.  An online assessment such as the instrument used in Idaho has desirable properties for both large-scale administration and evaluation.  Other types of instruments, however, may better capture the complexities of integrating technology into teaching.  Portfolio assessments, performance assessments, and demonstrations/observations, for example, all allow for a richer, more qualitative evaluation of preservice students’ actual abilities with respect to integration of technology.  Because of time and cost constraints, though, those types of instruments are more applicable for small-scale samples.

To collect both nationally representative data and data that best reflect preservice students’ ability, ED should consider supplementing the national comparison design with a study of a smaller number of students.  Those students could be evaluated using a performance assessment or portfolio assessment in the first year (at the time of graduation) and demonstrations/ observations once they are teaching (at the end of the first year and third year of teaching).  

Similar to the national study, the supplemental data collection should include both participants and non-PT3-participants, to enable comparisons between the two groups.  The students participating in the supplemental design component should be a subset of those in the national study; this will allow for comparisons between results on the online assessment and on the more qualitative assessment.  Preservice students should be purposively selected for the supplemental design to capture the range of preservice students present in teacher preparation programs (with respect to key background variables).

The sample of students from the PT3-supported programs would be selected with known probabilities.  To control the representativeness of the sample, we would also stratify the sampling frame by key variables, such as type of institution of higher education (public or private) and size of teacher preparation program.
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� No demonstration and observation assessments are discussed at length in this report.


� These five competencies encompass skills included in the ISTE standards but do not represent actual categories listed in the ISTE standards.


� Connecticut, Florida, Maine, Michigan, New Jersey, North Carolina, Pennsylvania, Rhode Island, South Carolina, South Dakota, Tennessee, Utah, Vermont, Wisconsin, and Wyoming


� Idaho


� North Carolina


� Hot-spotting requires that individuals select the correct answer from a graphic image of the screen from a software application.


� The smallest one-fourth of the teacher preparation programs have 19 or fewer graduating preservice students; the largest one-fourth have 108 or more graduating preservice students.  The largest 5 percent have 359 or more graduating students (IPEDS, 1996-97).


� One way to examine precision for a design is to examine minimum detectable differences for comparisons between proportions for participants and nonparticipants.  The null hypothesis being tested is that the proportions are essentially the same for the two populations.  The alternative is that the proportion for nonparticipants is different from the proportion for participants.  In other words: 


Ho:  Ptreatment  =  Pcontrol


Ha:  Ptreatment   (  Pcontrol .


Here Ptreatment represents the proportion of interest for participants while Pcontrol represents the same proportion for nonparticipants.  The estimator � EMBED Equation.3  ��� for the i-th domain (i = treatment, control) is distributed binomially with mean Pi and variance DEFFi* Pi(1-Pi)/n, where n is the sample size.


In testing the hypothesis, it is convenient to transform the binomial proportions to :


� EMBED Equation.3  ���,


since the transformed variable is approximately normally distributed when the sample size is sufficiently large.  The transformed proportion has as its mean :


� EMBED Equation.3  ���


and variance:


� EMBED Equation.3  ���,


 where DEFFi reflects the design effect associated with clustering and unequal weighting for domain i.  If the null hypothesis is true, the statistic � EMBED Equation.3  ��� is distributed about zero; otherwise the statistic is distributed about Dtreatment – Dcontrol which is not equal to zero.


	The minimum difference (() that can be detected with probability 1- ( when testing with significance level ( can be shown to be:


� EMBED Equation.3  ���,


with z1-(  and z1-(  the critical points of a standard normal distribution where the values of the cumulative distribution function are 1 - ( and 1 - (, respectively.  Converting  (, the minimum detectable difference between the transformed proportions, to the minimum detectable difference between the untransformed proportions requires specifying the value of Ptreatment or Pcontrol, since a difference of say (( between Ptreatment and Pcontrol is not equivalent to a fixed value of (.  An overall ( of 10 percent has been chosen to allow detection of potential differences in either direction with 10 percent probability.  The power of the test is 1 - (, which in Table 14 has been set at 80 percent.


� To assess the efficiency of estimated percentages �EMBED Equation.3���, it is useful to examine the half-length of confidence intervals around the estimate.  The half-length HL is: 


�EMBED Equation.3���.


That is, �EMBED Equation.3��� can be expected to fall within the range [P-HL, P+HL] with 95 percent confidence for the proposed sample sizes.


� Based on NCES data from the 1994-95 Teacher Followup Survey, 11.6 percent of public teachers and 27.4 percent of private teachers leave the teaching profession after less than 1 year of teaching.  Another 8.3 percent of public teachers and 15.9 percent of private teachers leave the field after one to three years of teaching.  The National Education Association web page reports that about 87 percent of teachers are at public schools.  The total (public plus private) teacher attrition percentages were weighted accordingly.


�  Attrition rates will vary by teacher preparation program, by state, and by subject and grade focus. In some teacher preparation programs, only about 60 percent of the students find teacher positions; in many states, there is an oversupply of elementary school teachers, English teachers, social studies teachers, and biology teachers (Interview with Dr. Allen Glenn, July 24, 2000).


� Examining program changes via a sample refreshing procedure will be complicated by the continued growth of technology use by college students; use of such procedures will require a pretest for all students to assess their technology skills at entry into a teacher preparation program (Interview with Dr. Allen Glenn, July 24, 2000). 


� The Education Digest reports that 105,233 students graduated with education degrees from bachelor’s programs in 1996-97.  The average of 78 teacher graduates per year was calculated by dividing this number by the 1,345 institutions with education programs (reported by IPEDS).





� A sample of 6,400 preservice students at non-PT3 programs and 1,600 preservice students at PT3-supported programs provides a 4:1 ratio of nonparticipants to participants.  Sampling the same number of participant and nonparticipant programs (100 each) would require a sample of 64 preservice students at each non-PT3 program, which may be too large a sample for many programs.  Accordingly, we are recommending sampling a larger number of non-PT3-supported programs (200) than of PT3-supported programs.  
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